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ABSTRACT

TITLE: Restructuring the CS 1 Classroom: Examining the Effect of Open 
Laboratory-Based Classes vs. Closed Laboratory-Based Classes on 
Computer Science 1 Students’ Achievement and Attitudes Toward 
Computers and Computer Courses.

AUTHOR: Jean Foster Henderson

MAJOR ADVISOR: Michael A. Gallo, Ph.D.

The purpose of this study was to assess the effect of classroom restructuring 

involving computer laboratories on student achievement and student attitudes 

toward computers and computer courses. The effects of the targeted student 

attributes of gender, previous programming experience, math background, and 

learning style were also examined. The open lab-based class structure consisted of 

a traditional lecture class with a separate, unscheduled lab component in which lab 

assignments were completed outside of class; the closed lab-based class structure 

integrated a lab component within the lecture class so that half the class was 

reserved for lecture and half the class was reserved for students to complete lab 

assignments by working cooperatively with each other and under the supervision 

and guidance of the instructor. The sample consisted of 71 students enrolled in four 

intact classes of Computer Science I during the fall and spring semesters of the 

2006-2007 school year at two southern universities: two classes were held in the 

fall (one at each university) and two classes were held in the spring (one at each 

university). A counterbalanced repeated measures design was used in which all

iii
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students experienced both class structures for half of each semester. The order of 

control and treatment was rotated among the four classes. All students received the 

same amount of class and instructor time.

A multivariate analysis of variance (MANOVA) via a multiple regression 

strategy was used to test the study’s hypotheses. Although the overall MANOVA 

model was statistically significant, independent follow-up univariate analyses 

relative to each dependent measure found that the only significant research factor 

was math background: Students whose mathematics background was at the level of 

Calculus I or higher had significantly higher student achievement than students 

whose mathematics background was less than Calculus I. The results suggest that 

classroom structures that incorporate an open laboratory setting are just as effective 

on student achievement and attitudes as classroom structures that incorporate a 

closed laboratory setting. The results also suggest that math background is a strong 

predictor of student achievement in CS 1.

IV
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CHAPTER 1 

INTRODUCTION 

Background and Purpose 

Background

The first undergraduate computer science course, as defined in the 1978 

ACM curricula guide (ACM, 1979) and later updated in the 2001 curricula guide 

(ACM, 2001), is a gateway course for computer science majors. The fundamentals 

taught in this course provide the foundation for later studies. Traditional 

introductory undergraduate computer science courses generally include a 

component in which students learn to program using the syntax of a specified 

language. The language used has changed as the computer science field has 

matured and often varies from school to school. In the past languages such as 

Fortran, Pascal, and BASIC were used. Today schools often use C, C++, or Java.

Enrollment in introductory computer science courses and the number of 

computer science majors has declined during the last few years (Corritore, 

Hickman, Grandgenett, & Hitchcock, 1999). Speculation for this decline has 

focused on “outside” influences, including economic problems, interest in the 

Information Systems major and its associated courses, and the diminishing job 

market in which many computer science jobs are being outsourced to other 

countries. Although these external influences have merit, recent conjecture is that 

the enrollment ebb is grounded in the increased difficulty of the major’s

1
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requirements, including learning a programming language and the related 

assignments of the introductory courses. Many teachers of these introductory 

courses surmise that students are having difficulty becoming fluent in a computer 

language. Since its inception, various studies have been conducted that investigated 

possible causal factors of student achievement in these courses. For example, early 

studies such as Konvalina, Stephens, and Wileman (1983) found that computer 

science students' math proficiency was important to achievement and Taylor and 

Mounfield (1991) reported that students who had a previous structured 

programming course were more successful than those who did not have such a 

course. Other studies also identified various student characteristics of successful 

students in the introductory course (Butcher & Muth, 1985; Campbell & McCabe, 

1984; Wilson, 2001). Although the models postulated by these studies were only 

able to explain a small amount of the variance among students who succeeded, 

several studies identified student characteristics that correlated with success (Evans 

& Simkin, 1989). Some of the characteristics identified were mathematics ability, 

previous experience with computers, and gender.

Students’ learning styles was another student characteristic of interest in 

some previous studies. These studies were conducted in an effort to understand the 

differences between how people perform in different academic disciplines and 

situations. In an early study of students enrolled in a computer applications course, 

Davidson, Savenye, and Orr (1992) found students’ learning styles, as classified by

2
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the Gregorc Style Delineator, to be an important consideration. For example, 

students classified as Abstract Sequential learners had higher achievement scores in 

the class than those classified as Abstract Random learners. In a study of computer 

science majors, Crosby and Stelovsky (1995) compared the learning styles of 

beginning students to those of successful senior-level students. Using the Meyers- 

Briggs Type Indicator (Meyers, 1952,1975), they found the majority of beginning 

students had the sensing cognitive style while almost all of the senior-level students 

displayed the intuitive cognitive style. Avitabile (1998) found that students in an 

introduction to computer science class whose lecture included multimedia 

instruction did better than those in a class based on the traditional lecture method 

but found no difference between the test scores of those students classified as 

intuitive and those classified as sensing. Avitabile also found no interaction 

between student learning styles and mode of presentation.

In a further effort to make the course content more palatable and to lower 

the high attrition rate, many introductory undergraduate computer science programs 

have begun restructuring their course to incorporate a laboratory component. This
g

new approach is different from what traditionally has been done. For example, in 

the past most (if not all) introductory computer science courses were structured 

using a classroom-lecture-with-outside-programming-assignments paradigm. That 

is, courses were lecture-based and programming assignments were prepared outside
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of class at the student’s convenience. This approach is commonly referred to in the 

literature as open laboratory instruction (Thweatt, 1994).

In contrast to this, the restructured approach is based on a “closed-and- 

structured” paradigm that involves teacher guidance and is either a direct 

component or an extension of a class (Thweatt, 1994). Known as closed laboratory 

instruction, students prepare laboratory programming assignments in a structured 

setting under the auspices of an instructor. This concept is analogous to labs that 

are traditionally associated with science courses such as physics or biology.

Usually the closed lab is implemented in two ways: as a separate laboratory session 

scheduled in addition to class time or a laboratory component integrated within the 

structure of the class. Classes and their separately scheduled lab components are 

usually conducted in separate classrooms/lab rooms and may have different class 

and lab instructors. A closed lab that integrates the lab component within the 

structure of the class utilizes a classroom-laboratory setting that contains a 

whiteboard, an instructor’s computer and projection system, and individual student 

computers. In both types of closed laboratories, programming assignments are 

discussed and prepared individually or in student-pairs with the instructor as a 

resource person. Regardless of the approach, the laboratory component is an 

extension of classroom instruction.

Positive anecdotal evidence concerning the effectiveness of closed-lab 

based courses relative to increasing student achievement and lowering attrition has

4
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been articulated at computer science faculty meetings and conferences. In contrast, 

though, little empirical evidence exists and of the few empirical studies conducted, 

findings have been mixed. In one of the first studies that examined the effect of 

closed verses open labs in an introductory computer science course, Thweatt (1994) 

required students in the closed lab classes to finish their lab assignments in the 

school’s computer laboratory during a scheduled lab period; students in the open 

lab classes were required to schedule time to finish their assignments either in the 

school’s laboratory or on their home computers. Thweatt reported that students 

who were in the closed lab setting out performed their counterparts in the open lab 

setting on the comprehensive final exam. In contrast to these findings, Hartel and 

Hertzberger (1995) in an early meta-analysis of current literature found little 

conclusive evidence that closed laboratory-based computer science courses were 

superior to traditional lecture-based (i.e., open laboratory) courses. In a later study, 

Corritore et al. (1999) also found no difference between two closed-lab approaches: 

hands-on and interactive demonstration.

Independent o f these open vs. closed lab studies, several early studies were 

conducted that focused solely on the effect of restructuring undergraduate 

introductory computer science courses to include some type of laboratory. From 

these studies, various recommendations or suggestions were reported. For example, 

Chavey (1991) found that the most effective laboratory activities were those in 

which the material was previously introduced in a lecture-based class. Geitz (1994)

5
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found that a supervised hands-on laboratory increased student retention and 

improved programming performance. Thomas and Upah (1998) reported that 

students needed guidance and monitoring in order to shape their learning process in 

a laboratory setting. These recommendations served as guidance for this study.

Other previous studies also examined the relationship between students’ 

learning styles and achievement in both the laboratory and lecture portions of 

undergraduate computer science courses. Houston (1993) reported there was no 

correlation between student achievement and learning styles in the classroom or the 

lab component of a college-level computer science course, but she did find that 

students whose learning styles were matched with the instructor’s teaching style 

performed better in the lab portion of the course. Learning styles in this study were 

categorized using the Gregorc Learning Style Delineator. Crosby and Stelovsky 

(1995) compared hypermedia laboratory instruction to lecture-based laboratory 

instruction. They found a significant difference in the achievements of groups 

classified by their learning style. Based on the Meyers-Briggs Type Indicator 

(Meyers, 1956,1962), “intuitive” students did better than “sensing” students. They 

also found a strong interaction effect between the type of laboratory instruction and 

students’ learning styles.

Despite the paucity of research findings, many computer science programs 

now include a laboratory component in their beginning courses and there are an 

increasing number of computer science textbooks with associated laboratory

6
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manuals (Corritore et al., 1999). A survey performed by Dale (2005) revealed that 

50% of schools included a separate laboratory with their introductory course, 28% 

integrated laboratory exercises within their lectures, and 22% reported no lab with 

the course.

When examined from a learning theory perspective, the use of a laboratory 

component makes sense because the concept of any type of laboratory experience 

should promote student achievement. A class structured to include a closed lab, for 

example, is the manifestation of social constructivist epistemology, which posits 

that: (1) knowledge is formed from experience, (2) students must take an active role 

in their learning; (3) learning should be a collaborative process that occurs in 

realistic settings, and (4) learners need to choose their own path and activities 

(Ormrod, 2004). Commensurate with this perspective, students in a closed lab are 

given one or more problems to solve and resource material to investigate in order to 

create an inquiry type environment. Students are in control of and responsible for 

their own learning. They base their learning on their own experiences as they work 

individually or in pairs to solve problems assigned by the lab instructor. They 

generate their own rules about programming and the syntax of the language 

through their experiences using available resource material. The laboratory 

instructor serves as a mentor who provides guidance as the students write sample 

code for the concepts. In this setting, students are in what Vygotsky (1987) called 

the zone of proximal development (ZPD), which refers to a range of tasks that

7
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students cannot yet perform independently but can perform with the help and 

guidance of others. In short, through this experience, the lab instructors provide the 

necessary scaffolding for students to successfully learn to develop algorithms and 

code computer programs.

Alternately, a class structured to include an open laboratory is a product of 

individual constructivism. This perspective differs from social constructivism in 

that the process of constructing knowledge occurs separately within each learner, 

not collectively as a group. Students in the open laboratory class are expected to 

schedule time outside the classroom to complete their laboratory assignments and 

to obtain help from the lab instructor if necessary. They can work on their personal 

computer or in a school computer laboratory. To be successful, however, they 

must be cognizant of their own metacognition and be self-regulated learners. Both 

involve self-motivation, goal setting, planning, attention control, application of 

learning strategies, self-monitoring, and self-evaluation. Self-regulated learners 

have been shown to set high academic goals, to learn more effectively, and to 

achieve at high levels in the classroom (Ormrod, 2004).

In summary, the current body of literature is sparse and mixed when it 

comes to understanding the effect classroom restructuring with laboratories has on 

student achievement. On the one hand, many anecdotal studies report laboratory- 

based courses increase student achievement and lower attrition. Other, more 

systematic studies, however, challenge these results. Adding to this confusion is the

8
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presence of contemporary learning theory, which supports the notion that all labs, 

regardless of structure or presentation mode, are appropriate for increasing student 

achievement.

Given these mixed results and the apparent disconnect between theory and 

practice, this study was offered to help uncover additional information of the 

relationship between laboratory activities and computer science education. By 

examining these issues from a systematic field-based trial perspective, this study 

endeavored to provide empirical evidence that laboratory activities benefit all 

students regardless of their student attributes and regardless of how the classes 

were structured.

Purpose

The purpose of this study was to assess the effect of classroom restructuring 

involving computer laboratories on student achievement and on their attitudes 

toward computers and computer courses. The effects of targeted student attributes 

(gender, mathematics background, previous computer programming education, and 

learning styles) were also evaluated. The classroom structures were a closed lab- 

based class (i.e., control), which involved traditional lecture and a separate 

unscheduled lab component, and an open lab-based class (i.e., treatment), which 

integrated the lab component within the lecture class. Students in an introduction to 

computer science course completed specific laboratory assignments that 

complemented the coursework in both settings.

9
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Definition of Terms

Key terms used throughout this study were operationally defined as follows:

1. Achievement referred to the mastery of specific laboratory and 

programming assignments from an introductory computer science 

course evidenced by the student’s grade on an instructor-designed rubric 

for scoring laboratory and programming assignments. Achievement 

was further measured using students’ session test grades.

2. Attitude toward computers and computer courses was defined as 

personal feelings about computers and computer courses. Student 

attitudes were assessed by Newby and Fisher’s (1997) Attitude towards 

Computers and Computer Courses (ACCC) instrument.

3. Classroom restructuring was defined as a traditional class in which 

instruction time was altered to accommodate a laboratory component. 

For example, in a traditional 50-minute class that meets 3 days per 

week, instead of devoting the entire 150 minutes to instruction, a part of 

this time (e.g., 50% or 75 minutes per week) was devoted to a 

laboratory component designed to complement the instruction.

4. Closed laboratory-based class was defined as a traditional class that 

was restructured to include a lecture component and a laboratory 

component. Class periods were equally divided between lecture and 

laboratory. Computers were available during the laboratory period for

10
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students to work individually or in pairs on laboratory assignments at 

their own pace with a lab instructor available for assistance. Students 

were expected to complete the assignments during the laboratory period, 

but were not penalized for not doing so. Proof of completion of the 

exercises was due at the next class meeting. A diagram of this type of 

classroom’s physical structure is given in Appendix C.

5. Introduction to computer science course (C S1) was defined as the 1st- 

year introduction to programming course specified by the 2001 ACM 

curriculum recommendations for computer science education (ACM, 

2001).

6. Laboratory assignments consisted of short programming problems, 

program code to change, and subprograms to insert in longer prewritten 

programs. For example, a short programming problem might require 

students to write a program that finds the average, variance, and 

standard deviation of a fixed group of numbers and output the results in 

a simple labeled format. As another example, students might be 

required to write a procedure to get a list of numerical data from a file 

then insert that procedure in a prewritten program that finds the average 

of the numbers and outputs the results.

11
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7. Learning style was defined as students’ preferred behaviors or 

approaches for acquiring, organizing, and recalling knowledge. This 

was measured by Kolb’s (2005) Learning Style Inventory-Version 3.1.

8. Mathematics background was defined as the highest level of college 

mathematics courses completed with a grade of C or better.

9. Open laboratory-based class was defined as a traditional class in which 

student laboratory assignments are completed outside of class at the 

convenience of the students with no instructor supervision. Students 

could make use of a university provided computer laboratory or their 

own personal home computers. Hard and soft copies of revised or 

completed programs were to be turned in at the next class period.

10. Previous computer programming education as defined as the 

completion of a computer programming course with a final grade of C 

or better. This was self-reported by students responding to the question 

“Have you passed with a C or better a computer programming course in 

high school or college?”

11. Programming assignments consisted of longer programming problems 

that were to be completed by students at their own convenience outside 

of class. These problems paralleled the classroom instruction and the 

laboratory assignments. Writing these programs involved using 

techniques learned in the laboratories.

12
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Research Questions and Hypotheses 

Research Questions

The overall research question that guided this study was, “What are the 

relationships among the targeted student attributes and the different classroom 

structures on undergraduate computer science students’ achievement in and 

attitudes toward computers and computer courses.” The specific research questions 

investigated were:

1. What is the effect of classroom restructuring (open lab-based vs. closed 

lab-based) of an undergraduate introductory computer science class on 

student achievement?

2. What is the effect of classroom restructuring (open lab-based vs. closed 

lab-based) of an undergraduate introductory computer science class on 

students’ attitudes toward computers and computer courses?

3. What is the effect of the targeted student attributes (gender, previous 

computer programming education, math background, and learning 

styles) on student achievement?

4. What is the effect of the targeted student attributes (gender, previous 

computer programming education, math background, and learning 

styles) on students' attitudes toward computers and computer courses?

5. What is the interaction effect between the targeted student attributes 

(gender, previous computer programming education, math background,

13
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and learning styles) and treatment (open lab-based vs. closed lab-based) 

relative to student achievement?

6. What is the interaction effect between the targeted student attributes 

(gender, previous computer programming education, math background, 

and learning styles) and treatment (open lab-based vs. closed lab-based) 

relative to students' attitudes toward computers and computer courses?

Research Hypotheses

The research hypotheses that corresponded to the research questions follow: 

Hypothesis 1

Students in a restructured undergraduate introductory computer science 

class that incorporates a closed laboratory will have higher student achievement 

than students in a restructured undergraduate introductory computer science class 

that incorporates an open lab.

Hypothesis 2

Students in a restructured undergraduate introductory computer science 

class that incorporates a closed laboratory will have more positive attitudes toward 

computer science than students in a restructured undergraduate introductory 

computer science class that incorporates an open lab.

14
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Hypothesis 3

The targeted student attributes (gender, previous computer programming 

education, math background, and learning styles) will have a positive relationship 

with student achievement.

Hypothesis 4

The targeted student attributes (gender, previous computer programming 

education, math background, and learning styles) will have a positive relationship 

with students’ attitudes toward computers and computer science courses. 

Hypothesis 5

There will be a non-zero interaction effect between the targeted student 

attributes (gender, computer programming experience, math background, and 

learning styles) and treatment (open lab-based vs. closed lab-based) relative to 

student achievement.

Hypothesis 6

There will be a non-zero interaction effect between the targeted student 

attributes (gender, previous computer programming education, math background, 

and learning styles) and treatment (open lab-based vs. closed lab-based) relative to 

students' attitudes toward computers and computer courses.

Study Design

A counterbalanced repeated measures design involving intact classes was 

used in this study. Repeated measures is an experimental research design in which
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a single group of participants in the study experience all treatments. In this design 

participants serve as their own control (Creswell, 2005). In a counterbalanced 

repeated measures design, participants are placed in groups and each group 

experiences the treatments in a different order (Stevens, 2002). In Summer 2006, a 

pilot study was initiated. For the full study, intact classes at two different schools 

over 2 semesters, Fall 2006 and Spring 2007, were used for a total of four classes. 

Each 14-week semester was divided into two 7-week sessions. In this way, the 

students in each of the four classes experienced both class structure treatments (one 

per session). The open laboratory-based class served as the control structure with 

the closed laboratory-based class structure serving as the experimental treatment. 

Pre-existing student attributes of math background, previous computer 

programming education, and gender were measured and used as independent 

variables and to establish group equivalency between classes and schools. Students’ 

transcripts were examined for these student attributes at the beginning of each 

semester. All groups were administered an attitude survey at the end of each 

treatment session. Students were administered researcher-constructed unit exams at 

the middle of and at the end of each treatment session to assess their achievement 

in the course for each treatment.

Significance of the Study 

Many past studies have been conducted to determine characteristics of the 

successful computer science student. As personal computers have become more
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prevalent and high school computer courses a reality, the profile of an entering 

computer science student has changed. In addition to the changing student, the 

structure of the typical first computer science course has also changed. As 

computer laboratories have been integrated into these early courses, questions have 

been raised as to how these laboratories affect not only students’ achievement but 

also their attitudes toward computers and computer courses. In light of the fact that 

so many schools now include scheduled laboratories as part of their beginning 

computer science courses it is startling to see few studies showing the efficacy of 

laboratories incorporated into the classroom structure of computer science courses. 

Because computer laboratories constitute a significant on-going expense, it is 

important that well-designed, empirically-based formal studies be conducted that 

address the question of whether laboratories are an efficient use of resources and 

how those laboratories should be structured as part of the class.

This study provided further information about the types of classroom 

structure that benefit students in beginning undergraduate computer science courses 

and thus lead to lower levels of attrition in those courses. It also provided 

information about the correlation between lab setting and student attributes such as 

previous computer programming education, math background, gender, and learning 

styles. Because each laboratory setting was associated with different areas of 

current learning theory, this study tested those theories relative to computer science
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courses and added to the current body of educational learning theory knowledge in 

the area of classroom structures and types of laboratory activities.

Study Limitations and Delimitations 

Results of this study were restricted by the following limitations and 

delimitations, which effectively marked the study boundaries. Thus, any 

interpretation, explanation, or generalizations of reported results should take into 

account these limitations and delimitations. As a note to the reader, limitations are 

events or conditions outside the control of the researcher that limit the 

generalizations of study results; delimitations are additional restrictions imposed by 

the researcher that further limit the study.

Limitations

1. Sample selection and participant assignment. A sample of convenience was 

used for this study and consisted of intact classes of students who self-enrolled 

in the targeted course, Computer Science 1. Neither random selection of 

participants nor random assignment of individual participants to treatment order 

was possible. This limitation was mitigated somewhat by the initial random 

assignment of intact classes to treatment order coupled by the rotation between 

schools and semesters. Similar studies should take into account the self­

enrollment nature of this sample as well as the use of intact classes.

2. Course Curriculum. The content of the targeted course, Computer Science 1, 

was designed to match the recommendations of the ACM curricular guide
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(ACM, 2001). This is the accepted standard for CS 1 type courses throughout 

the United States. Additionally, all programming was done in C++ on IBM 

compatible microcomputers using Microsoft Windows XP as the operating 

system. This was the default language and hardware platform at the targeted 

universities. The reader should note that many schools use different languages 

and operating systems. Thus, any generalization of these results should be 

considered relative to the language and operating system used.

3. Student Demographics. The demographics of the sample used in this study, 

which affected its results, were beyond my control. Students who comprised 

this study were a mixture of freshmen, sophomores, and community college 

transfers with junior status. The majority of the participants were computer 

science, computer information system, and math majors. The targeted student 

characteristics of gender, previous computer programming education, and 

learning styles had no significant effect on achievement or attitude, but math 

background was found to have a significant effect on achievement. Similar 

studies with different sample demographic conditions might result in different 

findings.
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Delimitations

1. Study location. The sample was comprised of students who were attending one 

of two public regional liberal arts universities located in northern Alabama. 

These schools were selected due to their convenience for the researcher. 

Although a comparison analysis of available schools’ and U.S. colleges’ 

undergraduate computer science student demographic data indicated that the 

sample from these two schools was reasonably representative of all U.S. 

colleges, it is possible that studies using other locales could have different 

results.

2. Time of study. The sample consisted of students who self-enrolled for credit in 

an introductory computer science course during one of two 14-week semesters: 

Fall 2006 and Spring 2007. Computer science is a rapidly changing field.

Thus, previous or later studies, or studies conducted during the summer term, 

could result in different findings.

3. Duration of the study. This study was implemented in 2 consecutive semesters. 

This was necessary because a sufficiently large sample size based on power 

analysis was not feasible in a single term due to historically low per-term 

enrollment in the introductory computer science course at the targeted 

universities { M -  20 per school). Semester and school variables were included 

in the statistical analysis to control for potential semester and school effects. If
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the study were limited to 1 semester or extended over a greater time, it might 

have provided different results. Only studies with similar durations should be 

compared to this study.

4. Study design. A counter-balanced repeated measures design was used for this 

study. Each semester was divided into two equal sessions and participants from 

four intact classes (two classes per semester) experienced treatment and control 

(i.e., class structures), one each session. This design was chosen due to 

circumstances at the participating institutions. Other study designs could lead 

to different results.

5. Achievement instruments. This study measured student achievement using 

researcher-prepared laboratory activities, programming assignments, and multi­

chapter unit tests based on traditional introductory computer science textbooks, 

lab manuals, and textbook-provided chapter tests. These instruments were 

reviewed for content validity by the researcher. They also had a calculated 

reliability coefficient between .74 and .83, which exceeded the generally 

accepted minimum measure for deriving inferences within educational research 

(Cohen et al., 2003). It is possible that different instruments could yield 

different results.

6. Instrument scoring. Researcher-designed rubrics were used to score 

programming and laboratory assignments. Two of the participating instructors 

scored the instruments. The inter-rater reliability of .93 indicated acceptable
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consistency between scorers. Because student achievement results were 

directly related to these rubrics and by the scorers’ interpretations of how to use 

them, different results might be achieved with different rubrics or scorers.

7. Participating instructors. The researcher, a female assistant professor with 20 

years teaching experience (10 years teaching computer science courses), was 

the class and lab instructor for the classes at UNA. A male adjunct professor 

with 10 years experience teaching computer science courses was the class and 

lab instructor for the fall class at ASU. A female assistant professor with 8 

years experience teaching computer science was the class and lab instructor for 

the spring class at ASU. Although instructor differences were examined 

indirectly via the school/semester variables of Set B, it is still conceivable that 

they may have contributed in part to this study’s results. The reader is 

cautioned not to ignore this potential instructor effect in comparison studies.

8. Class design. All groups received 150 minutes of classroom time per week.

The control group had 150 minutes of lecture plus class discussion, and the 

experimental group had their instruction time divided between lecture and 

laboratory. This design of integrating the closed lab into the regularly 

scheduled class time was chosen due to restrictions at the targeted schools. 

Readers should take this into account when comparing results from other 

studies that use a longer laboratory scheduled separately from class time.
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9. Attitude instrument. Attitudes were assessed using Newby and Fisher’s (1997) 

Attitude towards Computers and Computer Courses instrument, which was 

designed to measure college level students’ attitudes taking a computer science 

course with a laboratory. Although the reliability coefficient of this instrument 

based on sample data was .95, different results might be found using a different 

attitude scale.

10. Learning styles. Students’ learning styles were assessed using Kolb’s (2005) 

Learning Style Inventory-Version 3.1 (KLSI-3.1). As noted earlier in this 

chapter, there are several different methods to categorize students’ learning 

styles. Thus, it is conceivable that studies using a different learning styles 

instrument (e.g., the Myers-Briggs Type indicator or the Gregorc Style 

Delineator) most likely will get different results..

11. Achievement measure. Achievement was measured using the scores obtained 

from unit exams, laboratory assignments, and programming assignments. The 

weighting of these different assessments relative to students’ final achievement 

scores was researcher-determined and based on her teaching experience. Other 

studies that use different assessment methods or weights to measure 

achievement might obtain different results.
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CHAPTER 2 

REVIEW OF RELATED LITERATURE 

Introduction

This chapter contains three sections. The first section provides an overview 

of the theoretical foundation on which this study was based: individual and social 

constructivism, self-regulated learning, and learning style theory. The second 

section is a review of past research studies related to this study. The third section is 

a summary of the major findings of these past studies and their implications to this 

study.

Overview of Underlying Theory 

Constructivism

Constructivism is a perspective or philosophy of cognitive learning theory. 

Constructivists believe that learners must create new knowledge for themselves and 

hence places learners in an active role. “Instead of just listening, reading, and 

working through routine exercises, they discuss, debate, hypothesize, investigate, 

and take viewpoints” (Perkins, 1999, p. 7). There are two general categories of 

constructivism: individual and social. The former involves individuals constructing 

their own knowledge and understanding independent of others; the latter involves 

individuals constructing knowledge and understanding through dialogue with 

others. A discussion of each follows.
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Individual Constructivism

Individual constructivism suggests that students construct knowledge from 

personal (i.e., individual) experiences. This perspective stems from Piaget’s (1964) 

developmental theory, which makes several assumptions about the cognitive 

development of children: (1) Children construct knowledge from their experiences; 

(2) children are active and motivated learners; (3) knowledge is not a true reflection 

of reality—it is invented, not discovered; (4) knowledge is personal and 

idiosyncratic; (5) children learn through complementary processes of assimilation 

and accommodation; (6) the process of equilibration or reformation promotes 

progression toward increasingly more complex levels of thought; and (7) effective 

learning requires open-ended challenging problems for the learner to solve. Thus, 

constructivism is grounded in the belief that knowledge is invented, is personal, 

and idiosyncratic.

Constructivists believe that students construct mental representations of 

objects and events, which are then used to make sense of new situations (Driver & 

Scanlon (1988). According to Piaget (as cited in Nussbaum & Novick, 1982), 

students’ knowledge and mental representations are organized as schemas, which 

are groups of similar thoughts or actions. “A schema is generally used to denote a 

person’s existing conceptual framework” (Nussbaum & Novick, p. 184). It is a 

person’s private understanding, alternative framework, or preconception.
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Piaget’s (1964) developmental theory posits that when we experience new 

information that is incongruent with our prior knowledge, we construct new 

knowledge. Thus, learning only takes place when we make an effort to reconcile 

new knowledge with what we already know. Piaget referred to this learning process 

as assimilation and accommodation. When new information can comfortably be 

integrated into existing schema, assimilation occurs. During the process of 

assimilation, students are said to be in a state of equilibrium. Otherwise, when the 

new information cannot be comfortably integrated, students are said to be in a state 

of disequilibrium or cognitive dissonance. They must recognize this inconsistency 

and change their existing schema or create new schema. This is called 

accommodation. These two processes, assimilation and accommodation, are 

complementary and go hand-in-hand during learning (Ormrod, 2004).

Because we construct knowledge based on what we already know, learning 

occurs when we create new or build on our existing knowledge. Each idea we learn 

facilitates our ongoing intellectual development. This view is summarized by 

Phillips (2000, p. 7):

[the] constructivist view is that learners actively construct their own 

(“internal” some would say) sets of meanings or understandings; 

knowledge is not a mere copy of the external world, nor is knowledge 

acquired by passive absorption or by simple transference from one
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person (a teacher) to another (a learner or knower). In sum 

knowledge is made not acquired.

If a person’s view of the world, that is, his or her knowledge, is constructed or 

invented, then it is personal and individual. There is a difference between a 

person’s private understanding and public knowledge. Thus, students can often 

state some part of public knowledge but because they have compartmentalized that 

knowledge from their own private understanding, the knowledge has no meaning to 

them (Pines & West, 1986). Meaningful learning is defined as “relating new 

information to knowledge already stored in long-term memory” (Ormrod, 2004, 

p. 222). Meaningful learning is the result of active engagement by the learner and 

knowledge is constructed based on previous experience (Yager, 1991). Teachers 

must be cognizant that the same lesson can result in very different learning in 

different students.

The individual nature of constructivist epistemology makes myths of 

absolute truth and objective reality (Segal, 2001). We individually construct what 

we know, thus reality is dependent on the mind of the individual. There is no reality 

that is separate from an individual’s construction of it. Who we are, our 

experiences, our interests, our values and our needs, are all part of what we 

construct as knowledge (Heshusius, 1995).

Constructivists reject the idea that the teacher is the source of most 

knowledge in the classroom. Thus, a teacher’s role is different under
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constructivism. The constructivist teacher’s task is to guide students in their search 

for knowledge (Brooks & Brooks, 1993). Consequently, teachers in constructivist 

classrooms encourage students to be thinkers, involve students in the entire 

problem-solving task, play a less central role in the classroom by facilitating 

students’ construction of their own unique knowledge, encourage students to 

engage in dialogues so that they can develop intellectually, and put in place 

scaffolds to help students develop and learn. Poplin (1988b, p. 395) asserts that 

“the more control educators have over the content, the less likely students will be to 

maintain and generalize skills and or strategies.” Thus, in the constructivist 

classroom, conversations start with students and end with the teacher, or start with 

students and end with other students (Knight, 2003).

In a constructivist classroom, mistakes are indicators that learning is taking 

place; they are an essential component of the construction of knowledge. Errors are 

seen as part of the process of risk taking and meaningful learning. “Constructivists 

... seek to create environments where ‘penalty-free’ errors can emerge and be 

realized” (Poplin, 1988a, p. 409). Constructivists believe that it is often nai've to 

assume that there is only one “right answer.” Thus, errors are to be condoned and 

teachers should not correct students as they are learning. Heshusius (1995, p. 182) 

explains, “the wrong answer can be perfectly right where it is the result of a 

personal and often complex process the child goes through.”
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When applied to a lst-year college-level computer science course, the 

strategies of constructivism provide the foundation for students who must work in 

the world of computer programming. Although programming languages have 

inflexible rules of syntax, students (and employees) are still expected to become 

innovative problem solvers. Relative to the current study, the classes structured to 

include an open laboratory were a product of individual constructivism. Students 

in this class structure were required to schedule time to work on laboratory 

assignments. They could work on their personal computer or in a school computer 

laboratory. Help from the instructor was available only if they requested it. As 

they worked on an assignment, mistakes were made that often resulted in error 

messages or incorrect answers. Students made use of notes from classroom 

discussions, reference books, and the error messages generated by the compiler to 

construct their understanding of the day’s topic such as FOR loops and the process 

of using it in solving problems.

Social Constructivism

Although all constructivists believe that learners construct their own 

knowledge from experiences, social constructivists also have a contextual view of 

learning; that is, learning is influenced by the physical and social contexts of the 

situation, and hence students can acquire behavior and beliefs simply by watching 

and imitating others. Individuals within a group of learners share ideas and 

information. They communicate and construct meaning and understanding
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together. Social constructivists include teachers, parents, and students in their 

community of learners. All members of the learning community have a part in the 

construction of knowledge in social constructivism (Ormrod, 2004).

Both Piaget and Vygotsky (as cited in Ormrod, 2004) proposed that social 

interaction is critical for cognitive development. For example, one assumption by 

Piaget (1964, p. 178) relative to social constructivism is that “interaction with one’s 

physical and social environments is essential for cognitive development.” The 

concept of social constructivism, then, is that people learn (i.e., construct meaning 

and understanding) when working together.

Vygotsky (1987) is considered to be one of the first social constructivists. 

He viewed learning as a social process and considered communication among 

students to be very important. He stressed that working cooperatively on tasks and 

problems, especially when children work with more advanced individuals (e.g., 

teachers, parents, or more advanced students), enable children to develop more 

sophisticated strategies and thought processes.

Vygotsky (1987) proposed that students have two different ability levels: 

actual and potential. Students’ actual ability level is the extent to which they can 

perform tasks independently without anyone’s help. Students’ potential ability level 

is the extent to which they can perform tasks with the assistance of people more 

advanced and competent than themselves. Vygotsky believed that new knowledge 

is acquired through students’ potential ability. Thus, “real” cognitive growth occurs
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when we attempt new tasks that we can only accomplish under someone else’s 

guidance. Vygotsky referred to this as the zone of proximal development (ZPD), 

which is a range of tasks that students can perform with the assistance of someone 

else but cannot yet accomplish on their own. Thus, students advance cognitively 

only when working on tasks within their zone of proximal development.

Vygotsky’s (1987) concept of ZPD is incorporated into the idea of 

scaffolding, which occurs when students work on activities and tasks in their ZPD 

with the guidance of other more competent individuals. While working on these 

tasks, students become more adept and can later perform such tasks without help. 

Thus, the zone of proximal development moves and shifts as some tasks are 

mastered and more complex ones take their place (Ormrod, 2004).

Relative to the current study, classes that incorporated a closed laboratory 

were a product of social constructivism. Students in this class structure were 

expected to research a topic such as counted (FOR) loops before the classroom 

lecture/discussion and then provide the direction for that discussion by asking 

questions and making comments. In this type of class, the students as a group, 

under the direction of the instructor, were in charge of the discussion.

Additionally, during the laboratory portion of the class, students were expected to 

experiment individually or collaboratively in pairs to discover methods to use FOR 

loops to solve the assigned problems. Students also were encouraged to investigate 

and share with their classmates different solutions to the same problem.
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Vygotsky’s ZPD also was manifested via the closed laboratory-based class. 

For example in the lecture portion of these class structures, the instructor guided 

the students in a discussion while completing an example program of counted FOR 

loops. The instructor then provided guidance as students worked to complete the 

laboratory assignments such as those from the topic of FOR loops. In contrast to 

this scenario, students in the open laboratory-based class worked without the 

presence of the instructor to complete the laboratory assignment on FOR loops.

In summary, regardless of the orientation (individual or social), 

constructivism presumes that “knowledge is created, or constructed, by individuals 

or groups and not simply acquired” (Bymes, 1996). In individual constructivism, 

knowledge is individually formed; it is based on the central thesis that people learn 

not by acquiring fixed knowledge that already exists but by making their own 

individual sense of the world around them. As such, it is the teacher’s role to guide 

students in making that sense and in the construction of their own knowledge. In 

social constructivism, the presence of a sociocultural milieu is acknowledged in 

addition to individual cognition. Thus, a social constructivist learning environment 

is characterized by students working in groups, working with a mentor (akin to 

Vygotsky’s ZPD), or working individually.

Learning Style Theory 

Research indicates there are differences in the way students gather and 

process information and in the way they prefer to learn. These unique differences
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refer to students’ learning styles, which can affect a wide range of learning 

behaviors (Davidson, 1990). Different classroom structures might have affected 

students with different learning styles in different ways. Students with one type of 

learning style might have preferred a certain classroom structure while students 

with another type of learning style might have had no classroom structure 

preference.

Several learning styles models and corresponding instruments have been 

developed to help identify a person’s learning style relative to a particular model. 

One such model was Kolb’s (1976) learning styles inventory (KLSI). Kolb’s 

model was influenced by several earlier theories, including: Dewey (1897), who 

stressed the need for learning grounded in experience; Lewin (1939) who 

emphasized the importance of active participation by learners; and Piaget’s (1964) 

theory that intelligence is the result of the interaction of the person and the 

environment (Kolb, 1984).

In Kolb’s (1984) model there are two orthogonal continuums along which 

learners can be situated (see Figure 2.1). In one continuum the learning style varies 

from concrete experience (CE) to abstract conceptualization (AC). Students who 

perceive information toward the concrete experience end of this continuum 

generally prefer to learn by doing, by experience, or by direct contact with real 

objects, real situations, and the environment. Students who perceive information 

toward the abstract conceptualization end of this continuum generally prefer to
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Concrete Experience

Active
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Reflective
Observation

AssimilatorConvereer

Abstract Conceptualization

Figure 2.1. Kolb’s (1984) learning style preferences.

learn by thinking. This learner grasps philosophical concepts and is able to 

understand and think about theories. In the second continuum the learning style 

varies from active experimentation (AE) to reflective observation (RO). Students 

whose learning style is toward the active experimentation end of this continuum 

generally like to experiment and do not mind taking risks. Students whose learning 

style is toward the reflective observation end of this continuum generally like to 

observe, imitate, and reflect upon how things work.

Kolb’s (1984) theoretical model has four learning styles, one for each 

quadrant created by the two orthogonal continuums (see Figure 2.1). The four 

learning styles are converger, diverger, assimilator, and accommodator.

Convergers’ strengths lie in the practical application of ideas and prefer to solve 

problems with one correct answer through deductive reasoning. Divergers’
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strengths lie in their imaginative ability. They perform better when solving 

problems through “brainstorming.” Assimilators like to create theoretical models. 

They excel in the use of inductive reasoning. Accomodators prefer to carry out 

plans and experiment. They are risk-takers and often solve problems in an intuitive 

trial-and-error manner. Kolb’s (1976) Learning Style Inventory was developed to 

classify students’ learning styles relative to one of these four categories. It is a self- 

reported instrument in which students rank four possible words in each of nine sets. 

One of the four learning styles is represented by each of the four. This instrument 

is discussed in more detail in Chapter 3.

Students’ learning styles affect the manner in which they prefer to learn as 

well as their ability to learn in particular settings. Given the current study’s use of 

two different classroom structures, it was likely that students with different learning 

styles might prefer and be more successful in different class settings. For example, 

when studying the counted (FOR) loop, assimilators might have preferred the 

structure of the open laboratory-based class because they excel is using induction to 

find solutions. In contrast, accommodators might have preferred the structure of 

the closed laboratory-based class where they were encouraged to try different FOR 

loops in their march toward solving the given problem. One aspect of this study 

was to examine possible interaction effects between learning style and classroom 

structure.
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Metacognitive Theory

A key aspect of contemporary learning theory is the concept of 

metacognition, which is “the uniquely human ability to monitor one’s own 

reflective activity” (Edwards, 1994, p. 14). Ormrod (2004) believes that students’ 

metacognition is strongly related to their awareness and prior knowledge when 

engaged in a learning activity. These include (p. 324):

1. Being cognizant of what one’s own learning and memory capabilities 

are and of what learning tasks can realistically be accomplished.

2. Knowing which learning strategies are effective and which are not.

3. Planning an approach to a learning task that is likely to be successful.

4. Using effective learning strategies.

5. Monitoring one’s present knowledge state.

6. Knowing effective strategies for retrieval of previously stored 

information.

Metacognition includes students’ knowledge of how they think and learn, and the 

techniques they use to control and enhance their learning processes. Metacognition 

guides the student during learning and monitors the success of various learning 

strategies. Thus, in addition to focusing on teachers’ instructional approach and 

students’ learning styles as tenets to effective learning, contemporary learning 

theorists believe that learning is also a function of students’ metacognitive ability.

36

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Inherent in a student’s metacognition is self-regulation, which evolved from 

social learning theory. In particular, self-regulated learners exhibit the following 

characteristics:

• Self-motivation: Individuals have the desire, which comes from within, to 

complete a learning task. As a part of this self-motivation, self-regulated 

learners have high self-efficacy in regards to their ability to perform a 

learning task.

• Goal setting: Self-regulated learners set realistic goals for their learning 

activities.

• Planning: Self-regulated learners make definite plans for learning sessions 

and use their time wisely.

• Attention control: Self-regulated learners are focused on the task during 

learning sessions and do not allow distracting thoughts or actions.

• Application of learning strategies: Self-regulated learners know and 

practice different, appropriate learning strategies.

• Self-monitoring: During a learning session, self-regulated learners 

periodically check their progress and, if necessary, modify their learning 

strategies and goals.

• Self-evaluation: At the end of a learning session, self-regulated learners 

assess the outcomes o f  their efforts to determine if  they have met their own 

goals for the session. (Ormrod, 2004, p. 327)
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Self-regulated learners are very good at information processing (Borkowski & 

Thorpe, 1996). Moreover, they not only posses cognition and metacognition, they 

are also motivated to use effective learning strategies in their learning sessions 

(Pintrich & De Groot, 1990). Cognitive and metacognitive strategies are the basis 

for constructing knowledge. However, motivation is key to student engagement. 

Pintrich, Marx, and Boyle (1993, p. 167) emphasize the problems in viewing 

learning in a

...cold, or overly rational, model of conceptual change that focuses 

only on student cognition without considering the ways in which 

students' motivational beliefs about themselves as learners and the 

roles of individuals in a classroom learning community can facilitate 

or hinder conceptual change.

Unmotivated students do not organize their knowledge or use what they know. The 

best learning strategies will be useless if students do not use them. Thus, when 

reviewing the attributes of the self-regulated learner, motivation is just as an 

important consideration as cognition and metacognition (Pintrich & De Groot, 

1990).

Self-regulated learners not only posses the knowledge of what they know, 

but also what they need to know, strategies to learn what they need to know, and 

are highly motivated to learn. They revise their learning strategies as needed when 

difficulties arise. Self-regulated learners also must make decisions as to when and
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where they will study. They have been shown to set high academic goals, to learn 

more effectively, and to achieve at high levels in the classroom. Self-regulated 

learning is consistent with effective learning as portrayed by social learning 

theorists and cognitivists (Ormrod, 2004).

All successful computer science students should use the techniques of self­

regulated learning. This is especially true in situations where students must 

schedule time outside of class to complete assignments and in situations where they 

must work unsupervised. As an example, consider the running example of counted 

(FOR) loops. Students in a class structured with open laboratories would be 

expected to schedule time to complete the laboratory assignment involving FOR 

loops in addition to a homework programming assignment that includes the use of a 

FOR loop. Students had the choice to work on both assignments either in the 

computer laboratory or on their own personal computer. Students were not 

supervised or assisted by an instructor while working on assignments. Thus, to be 

successful in this endeavor, students must possess a high degree of metacognition 

and be capable of self-regulating their learning.

Closing Comments 

In the context of this study, the learning theories presented in this section 

provided the basis for determining the different classroom structures. For example, 

classes structured to include both types of lab were manifestations of constructivist 

epistemology. Students constructed their own rules about programming and the
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syntax of the language through their experiences using available resource material. 

Additionally, classes that included an open laboratory required students to become 

self-regulated learners. The unstructured nature of the open laboratory required 

successful students to depend on their own motivation to schedule time and effort 

for laboratory assignments. Thus, contemporary learning theories support the 

notion that all labs, regardless of structure or presentation mode, are appropriate for 

improving student attitude and achievement. In this study, hypotheses deduced 

from these theories were tested to determine which class structure was more 

effective relative to student achievement and students’ attitudes toward computers 

and computer courses.

Review of Past Research Studies

Prior studies relevant to the proposed study include those that (1) examined 

the relationship between student attributes and success in computer science courses 

and (2) investigated the effect of different computer science classroom structures 

involving laboratories on student learning and retention. A summary of these 

studies follows.

Studies on Student Attributes

Butcher and Muth (1985) performed a 2-year study on 269 first-semester 

freshmen enrolled in two fall CS 1 courses at West Virginia University. The 

purpose of the study was to predict students’ performance in the introductory 

computer science course and first-semester grade point average. The results of
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their study were also used to set admission requirements for CS majors at West 

Virginia. Initially 13 independent variables were used: four ACT sub-scores and 

composite score, high school rank, high school class size, high school GPA, highest 

high school math course taken, completed high school computer course, number of 

high school physics and chemistry courses completed, number of science, math, 

and computer classes completed, and high school rank as a percentile of rank to 

class size. All student attributes were obtained from high school transcripts and 

student ACT reports. Exam average, lab average, final course grade, and semester 

grade point average (CGPA) were used as dependent variables. All I Vs except 

high school class size and completed high school computer course had a significant 

correlation with the DVs. The three IVs with the strongest correlation, ACT math, 

ACT composite, and HS GPA, were selected for further analysis.

Using a multiple regression strategy, a two-variable regression equation 

involving the ACT math subscore and HS GPA was significant at a = .05 for the 

four DVs (R 2Exam = .395, *£* = .242, R2Grade= 366, and ^ = . 4 1 7 ) .  No other

variable contributed a significant amount to the prediction of the dependent 

variables. Butcher and Muth (1985) concluded that it is possible to predict student 

success of lst-semester freshman in an introductory computer course by using 

information from the ACT report and high school transcripts. They qualified this 

conclusion by noting that more than 50% o f the variance in course grade remains 

unexplained and thus any prediction is simply an educated guess.
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Although Butcher and Muth’s (1985) results were informative and helped 

confirm the relationship between ACT math subscores and high school GPA in 

predicting student success in an introductory computer course, there were several 

flaws of their study that limited generalizability. First, participants were limited to 

lst-semester freshmen, which implies that the results cannot be generalized to the 

general population of CS 1 students. Second, there was no report on the validity 

and reliability of their instruments. Third, although their reported sample size was 

large (N= 269), the initial sample comprised 372 students: 66 withdrew and 37 

were deleted because of inadequate high school transcripts. Nearly one-third of the 

initial sample was dropped. Thus, it is possible that the resulting sample was 

biased. Fourth, data from the two fall semesters were combined into a single 

sample. Although it is reasonable to assume the two samples could be combined, 

statistical procedures that described this were not reported and hence, the use of 

two separate samples could bias the results. Finally, one-way analyses of variance 

for all independent and dependent variables and three simultaneous multiple 

regression analyses were conducted. These separate analyses lead to inflated alpha 

levels, which increase the chances that the results occurred randomly. Given the 

presence of four DVs, a better strategy would have been MANOVA/MANCOVA. 

In this study, care was taken to not repeat these errors.

Taylor and Mounfield (1991) also examined the relationship between 

student attributes and success in computer science. The sample was comprised of
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240 Louisiana State University students enrolled in an introduction to computer 

science course during one semester of 1989. Independent variables included 

gender, home computer ownership, type of prior computer course (e.g., application, 

general programming, structured programming, etc.), typing ability, and work 

status. These data were self-reported by students using a survey instrument. The 

dependent variable was students’ end-of semester grades, and successful 

completion of the course was defined as a final course grade of C or better.

Using a cross tabulation with the chi-square statistic and Goodman and 

Kruskal’s lambda follow-up tests, only type of prior computer course and work 

status were significant. More specifically, percent successful scores were reported 

for students with a previous programming course (52%), students with a previous 

structured programming course (74%), and students who worked 40 or more hours 

per week (92%). Given these results, Taylor and Mounfield (1991) concluded that 

students who had a high school structured programming course were the most 

successful in an introductory computer science course and those who had any type 

of high school programming course also had an advantage.

The poor manner in which this article was written made it difficult to assess 

the threats to internal validity and generalizability of the study. For example, no 

information was given on the type of instruments the instructors used to assess 

student grades, and there is an inherent error potential when students self-report 

information on a survey. These issues notwithstanding, the targeted attributes were

43

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

relevant to the current study and hence were examined for their influence on 

student achievement.

A longitudinal study by Hagen and Markham (2000) was conducted at 

Monash University’s School of Computer Science and Software Engineering. As 

part of that study, researchers correlated computer programming experience with 

student success in the first of two lst-year computer programming courses. In this 

initial phase of the study, 121 of 360 students agreed to participate in the study, but 

only 75 students completed all the instruments of the study. Three survey 

instruments were used to determine student biographical data, student previous 

programming experience and formal study, student experiences with the 

programming environment, and student evaluation of the semester. Student 

performance was determined by a semester-long programming assignment (stage 1 

and stage 2), two-tests, a final exam, and the final mark in the class.

Six separate / tests were performed and the results indicated that students 

with prior programming experience performed better on programming assignments 

(stages), tests, final exams, and final marks than those without programming 

experience (/stagel 2.29, /testl — 3.00, /test2 — ~2.83, /stage2 3.47, /exam 1.83, 

tfnlai mark = -2.90). All differences were significant except for the grades on the final 

exam. An analysis of variance was conducted between students who had previous 

experience with between 0 and 3 languages (no = 12, m  = 26, = 21, ns = 16). The
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results showed a significant difference in all assessments based on the number of 

languages (Fstage 1 ~ 3.14, F testl — 5.67, .Ftest2 ~ 4.95, FStage2 = 5.36, Fexam = 3.73,

T'fmai mark = 5.46). Finally, a second ANOVA was conducted between students who 

had previous formal studies with between 0 and 3 languages (no = 23, nj = 20, =

17, m  = 15). These results also showed a significant difference in all assessments, 

except the final exam, based on the number of languages (Fstagei = 3.56, Ftesti = 

3.96, Ftest2 = 4.31, Fstage2= 4.44, Fexam = 1.23, Ffinal mark = 3.37). The authors 

concluded that students in an introductory programming course benefited from 

having prior programming language experience. They also indicated that the extent 

of this benefit was related to the number of languages the students had studied.

Hagen and Markham’s (2000) study suffered from many of the same threats 

of the first two studies. As with Taylor and Mounfield’s (1991) earlier study, the 

use of a survey in which students self-reported the values of the independent 

variables can lead to errors. Additionally, the use of a series of independent t tests 

involving two dependent variables is an inappropriate statistical strategy. This 

strategy leads to inflated alpha levels, which increase the probability that any result 

occurred by chance

Another study involving student attributes was Wilson’s (2002), which 

involved 105 students (19 of whom were female) in CS 1 at a mid-western 

university during the first half of the 2000 spring semester. The study was 

conducted to determine factors that promote success in a CS 1 type course and
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what differences appear in these factors between genders. Twelve predictor 

variables were used: gender, prior programming experience, prior non- 

programming computer experience, encouragement to pursue computer science, 

self-efficacy in the class, comfort level in the class, work style preference, math 

background, game playing, and attribution of success/failure to luck, ability, effort, 

and difficulty of task. Two instruments, a researcher-developed questionnaire and 

the Computer Programming Self-Efficacy Scale (Ramalingam & Wiedenbeck, 

1998) were used to collect data. The questionnaire was validated for face validity 

by Psychology professors and content validity by Computer Science professors. It 

had a test-retest reliability that ranged between .72 and 1. The self-efficacy scale 

had an overall alpha reliability of .98.

Wilson’s (2002) study was guided by the result of a one-way ANOVA 

involving previous term students (n = 48) and previous research studies. Using 

midterm grades as her dependent measure, Wilson found that the overall proportion 

of variance explained by the 12 IVs was statistically significant (F u , 9 2 = 6.13 , p  < 

.0001) but only comfort level (p = .0002), math background (p = .005), and 

attribution of success/failure to luck (p = .0233) were individually significant in the 

full model. Neither gender nor previous programming experiences was significant. 

However, when the different types of experiences were compared as predictors of 

student achievement, previous formal computing course and game playing were 

both significant.
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As was the case with the previously reviewed studies presented in this 

section, the results of Wilson’s (2002) study were informative to this study but also 

were of some concern. For example, although the overall sample size of Wilson’s 

study was reasonably large (N  = 105), only 19 students were female, which could 

explain why she did not find a significant gender effect. Another concern of 

Wilson’s study is the lack of attention to validity and reliability of the midterm 

examination, which was used to measure the dependent variable. Finally, the 

duration of the study, which was conducted during the first half of a semester, was 

not long enough to make any widespread generalizations.

Two recent studies by Pillay and Jugoo (2005) investigated the effects of 

certain student characteristics on programming performance. The characteristics 

studied were student problem solving ability, gender, learning style, first language, 

and previous computer experience. The sample consisted of students enrolled in a 

first-course in Java programming at two African schools: University of KwaZulu- 

Natal and Mangosuthu Technikon. An intact class of 67 students was used in the 

first study and an intact class of 30 students was used in the second study. Problem 

solving ability was measured by students’ performance in a previous mathematics 

class in the first study, and by their performance in a software development class in 

the second study. Learning style was measured using Kolb’s Learning Style 

Inventory (1996). Previous computer experience referred to computer literacy, and 

programming performance and exam scores were used as dependent variables. All
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students in the first study had taken an introductory computer literacy course, and 

all students in the second study spoke English as a second language.

Hypothesis testing for both studies was done using multiple t tests at a  =

.05. Results of the first study found: (1) no significant gender difference (hm = 45, 

rif = 22) on either programming scores (p = .25) or exam scores (p -  .41); and (2) a 

significant first-language effect on programming scores (p = .004) in favor of those 

whose mother tongue was English (n = 38) vs. those who spoke English as a 

second language (n = 31); there was no effect on exam scores, however (p = .11). 

Results of the second study found: (1) no significant gender difference ( « m  =17, 

n$ — 13) on either programming scores (p = .38) or exam scores (p -  .39); and (2) 

no significant previous computer experience effect on either dependent measure 

between students who had previous computer experience ( n - 2 l , p  = .34) and 

those who did not (n = 9,p = .33). When examined from a correlation perspective, 

there was a significant positive correlation between problem solving and both 

dependent measures (programming and exam scores) in both the first study (r =

.41, p  = .002; and r = .29, p  = .03) and the second study (r = .62, p  = .001; and r = 

.70, p  = .0001). Finally, Assimilators performed better than Divergers in the first 

study, but there was no significant correlation between learning style and 

performance in the second study. Based on these results, Pillay and Jugoo (2005) 

concluded that performance in a Java programming course is independent of gender 

and previous programming experience. They also concluded that problem solving
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ability affects performance and students who speak English as a second language 

are at a disadvantage. They did not draw any conclusion about the effects of 

learning style on performance.

Although Pillay and Jugoo’s (2005) study involved a different set of 

students and culture than this study (African students vs. northern Alabama 

students), the results of their study were still informative. For example, my 

research setting was similar, my anticipated sample size was approximately the 

same, and I examined a set of similar student attributes. The primary difference 

between this study and Pillay and Jugoo’s was the statistical strategy. Pillay and 

Jugoo used a series of independent t tests involving two dependent variables. As 

was noted earlier, this strategy leads to inflated alpha levels, which increases the 

probability that any significance occurred by chance. In my study, I used a 

multivariate approach, which protected against such probability pyramiding.

A final study involving student success and student characteristics was 

conducted by Bergin and Reilly (2005) at the National University of Ireland 

Maynooth during the 2003-2004 academic year on 96 students enrolled in a 2- 

semester introduction to programming module. The module consisted of a 1.5-hour 

problem based learning workshop, a 1.5-hour laboratory, and 3 hours of lecture per 

week. The purpose of the study was to determine the influence on programming 

performance of 15 student attributes: prior academic experience, prior computer 

experience, self-perception of their understanding of the module, comfort level on
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the module, and targeted cognitive skills. Performance on the module was based 

on continuous assessment (30%) and a final exam (70%).

Two instruments were used to collect the independent data: a researcher- 

developed survey and a locally-developed cognitive test. Thirty students 

completed the survey and 80 completed the exam during the 2nd semester of the 

module. An a priori analysis indicated there was no significant difference between 

the mean overall module scores of the class and the sample, f(124) = 0.80, p  = 0.43.

Pearson correlations were calculated between students’ class performance 

and the study’s independent variables to better understand which variables to 

include in a regression analysis. First, correlations were calculated for students’ 

rank on Irish Leaving Certificates in Mathematics (n = 30, r -  .46), Biology (n =

10, r = .75), Chemistry (n = 11, r = .4), Physics (n = 18, r = .59), and the highest 

science score (n = 28, r = .48). The correlations for Mathematics and highest 

science score were significant at the .01 level; the correlations for Biology and 

Physics were significant at the .05 level. A significant correlation, r = .3 l ,p  = .01 

was found between performance on the cognitive test and performance on the 

module. Comfort level on the module was also found to be significant, r = .516, 

p  < .01. A strong significant relationship between students’ self-perception of their 

understanding in the course and their module performance was found, r = .76,

P < .  01.
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A series of t tests for independent samples on the difference in means were 

also performed for the dichotomous variables. Students were separated into 

groups: those with no non-programming experience with computers (n = 4), those 

with some non-programming experience with computers (n = 26), those with no 

programming experience (n = 25), and those with programming experience (n = 5). 

The results of t tests based on differences between group means (Mno non-prog = 49%, 

A/some non-prog 45%, Mno prog ~ 46%, A/some prog — 44%) showed no significant 

difference in the overall module. This was also the case for the individual research 

factors: Gender (« m  -  60, Mu  -  49%; « f  = 36, M f  =  51%); age (under 23: n =  92, 

M=  50%; 23 or older: n = 4, M=  56%); work style preference (individual: n = 12, 

M=  50%; group: n = 18, M=  43%); part-time job («no = 18, Mm ~ 47%; «yes = 12, 

Myes = 45%); and encouragement by others (nm = 21, Mno ~ 44%; nyes = 9, Myes = 

50%).

Several regression analyses were performed to determine the earliest 

indicators of programming performance. A step-wise regression analysis was 

performed using gender, previous academic experience, cognitive test score, 

previous programming and non-programming experience, encouragement from 

others, work style preference, and hours working at part-time job. The model was 

significant (F2,27 = 7.11,/? < .01, adjusted R2 = 30%) with significant coefficients 

for LC Math (3 = 0.39,p  < .0001 ) and gender (3 = -0.38,/? = .01). Another step­

wise regression model was performed using all the student attributes of the
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previous model and scores from the first test, students’ comfort level, and students’ 

self-perception of their level of performance in the course. This model was also 

significant (F*, 23 = 26.03, p  < .001, adjusted R2 = 79%). Significant coefficient 

values were found for understanding (P = 0 . 5 1 , <  .0001), gender (P = -0.50 ,p  

< .0001), comfort level (p = 0.30,p  = .022), and LC Math (p = 0.20, p =  .047). The 

authors concluded that the strongest relationship existed between students’ 

perception of their understanding of the module (as measured half-way through the 

module) and their final performance.

As with Pillay and Jugoo’s (2005) study, participants in Bergin and Reilly’s 

(2005) study were from a different culture than those of the current study. 

Nevertheless, their results were informative because the study involved many of the 

same student characteristics as the current study. It is important to note, though, 

that some of the methods Bergin and Reilly used threatened the validity and 

reliability of their conclusions. For example, a survey was used in which students 

self-reported many of the values used for the independent variables. As mentioned 

earlier, this can lead to errors. Additionally, no validity or reliability measures 

were given for the cognitive test, the final exam, or other instruments used in 

calculating the final grade. Without such measures, it is difficult to determine the 

validity or reliability of results and the conclusions based on those results. As with 

many o f the other studies on student characteristics, Bergin and Reilly chose to
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calculate several Pearson correlations and perform multiple independent t tests, 

which may have led to inflated alpha levels.

Studies on Learning Style 

Davidson and Savenye (1992) conducted a study to determine if there was a 

relationship between learning styles and computer performance measures and 

course grade in a computer concepts and application course. Sixty-eight students at 

a Texas university participated. The independent variable was students’ learning 

style as measured by the Gregorc (1984) Style Delineator, which has an internal 

consistency score of a  > .85 for the four scales, Abstract Sequential, Abstract 

Random, Concrete Sequential, and Concrete Random. Dependent measures were 

scores on two course projects (Project 1 and Project 2), midterm and final exam 

scores, total points, and the final course grade. Two intact classes with different 

instructors were used.

Pearson correlation coefficients were calculated among the four learning 

style scores and the study’s dependent measures. Significant positive correlations 

were reported between Abstract Sequential (AS) scores and midterm (r = .29, p  < 

.02), Project 2 (r = .33,p  < .02), final exam (r -  .33,/? < .005), total points (r = .38, 

p  < .001), and final course grade (r = .28, p  < .02); and significant negative 

correlations were reported between Abstract Random (AR) scores and midterm (r = 

-.21, p  < .01), final exam (r = -.30,/? < .01), total points (r = -.32, p  < .007), and
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final course grade (r = -.28,/? < .02). No other significant correlations were 

reported.

Given these significant correlations, subjects were then identified as high or 

low AS and high or low AR relative to the respective AS and AR means. An 

ANOVA indicated that there was a significant difference between the total point 

scores of low vs. high AS (Fj; 67= 5.22,/? < .05) and of low vs. high AR (Fi, 67 = 

4.72,/? < .05). Davidson and Savenye (1992) concluded that learning styles had a 

significant effect on performance. The differences in effect were between 

sequential (those who like structured problems) and random learners (those who 

prefer loosely structured tasks). This effect was seen in overall total points earned, 

Project 2, and the final exam, which involved programming in BASIC.

Although a significant learning styles effect was reported, the results of 

Davidson and Savenye’s (1992) study are suspect. From a statistical perspective, 

and as noted earlier, studies that involve multiple dependent measures run the risk 

of inflated alpha levels if not approached from a multivariate perspective. Such is 

the case here. Second, no information was provided about the data collection 

instruments, including attention to instrumentation validity and reliability. The 

most troubling aspect, though, is that no consideration was given to student 

differences (aside from learning styles) or instructor differences. This concern was 

addressed in the current study by using a repeated measures approach, which
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eliminated the subject characteristics threat to internal validity because students 

served as their own control.

Crosby and Stelovsky (1995) conducted a 15-week study in a CS 2 type 

course at the University of Hawaii to (1) examine the effectiveness of multimedia 

presentations and (2) determine if there is an interaction effect between 

presentation mode and learning styles. Fifty-six students were randomly assigned 

to one of two presentation groups (multimedia and traditional). The same instructor 

taught both groups. The traditional group met in a classroom where the instructor 

used a white board and view graphs. The multimedia group met in computer lab 

where each student worked at an individual computer running the demonstration 

program. Students rotated between both groups so that they all experienced both 

instructional approaches. Four different 50-minute laboratory sessions were used. 

A pretest was given before each laboratory and a posttest was administered 2 days 

later. Students’ learning styles were categorized into sensing (n -  35) and intuitive 

(n = 21) based on the Meyers-Briggs Type indicator (Meyers, 1962,1975). Fifteen 

subjects (8 sensing and 7 intuitive), did not complete all the posttests. Independent 

measures were presentation mode (multimedia or traditional), learning style 

(sensing or intuitive), and test question type (text or graphical). The dependent 

measure was posttest score.

Results from a three-factor ANOVA showed a significant difference in 

posttest scores by instructional method (F2,38 = 23.485. p  < .0001) and a significant
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interaction effect between subjects’ cognitive style and instructional method (F2,38= 

15.448, p  < .0002). Although multimedia instruction had a positive effect on both 

learning styles, sensing students made more dramatic gains than intuitive students. 

Crosby and Stelovsky (1995) concluded that the use of multimedia courseware is 

beneficial for all students and that its use not only is helpful to students in general, 

but can also make computer science a viable major for different kinds of students.

Avitable (1998) tried to replicate the results of Crosby and Stelovsky’s 

(1995). Avitable’s study involved 32 Introduction to Computer Science students at 

the College of Saint Rose, a small liberal arts college in Albany, New York. Study 

design, independent and dependent variables, and study methods were similar to 

Crosby and Stelovsky’s study. In an effort to validate the instrument used for 

testing student learning (which was not reported by Crosby and Stelovsky), two 

independent experts in computer science education reviewed the test and judged it a 

valid test of knowledge in the subject area. Only one laboratory session was used 

in Avitable’s study and students were randomly assigned to traditional (control) or 

multimedia (treatment) labs. Results from a two-way ANOVA were in contrast to 

Crosby and Stelovsky’s results: There was no significant interaction effect 

between learning style and presentation method relative to posttest scores (Fi, 28 = 

0.48,/? > .05), and there was no significant difference in posttest scores by learning 

style (Fi, 28 = 1.58 , p >  .05). There was, however, a significant difference in 

posttest scores by presentation mode (Fi, 28 = 10.83,/? < .05), which was similar to
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Crosby and Stelovsky’s findings. Hence, Avitable agreed with Crosby and 

Stelovsky that multimedia instruction benefited all kinds of students and was 

superior to traditional instruction.

Avitable (1998) reported that because of the small sample size, power was 

only .54 and recommend repeating the study with a larger sample size. Avitable 

also noted that the small sample size could have biased the results of his study. 

Neither Crosby and Stelovsky (1995) nor Avitable, however, acknowledged the 

potential testing effect the pretest could have had on posttest scores. At the very 

minimum, the pretest should have been held constant statistically by being treated 

as a covariate.

Byrne and Lyons (2001) conducted a study at the University of Ireland’s 

Department of Informational Technology on honors humanities majors enrolled in 

a lst-year BASIC programming and logic course. The purpose of the study was to 

examine the relationship between student results in a lst-year programming course 

and student attributes of gender, prior computing experience, learning style, and 

previous academic performance. The course was comprised of 2 hours per week of 

lecture and 2 hours per week of laboratory. Student performance was determined 

by 20 weekly assignments (30%) and a written final exam (70%), and the 110 

students (43 male, 67 female) who completed the course were participants in the 

study. A t test was performed to determine the significance of student gender.
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There was no significant difference between male and female students on the 

dependent variable, final grade (t = .19, F -  .90).

One hundred of the participants self-reported limited previous experience 

with computers, but only 10 self-reported prior programming experiences. The 

mean final grade of the group of students with prior programming experience was 

higher than that of students with only limited previous experience with computers 

(A/lim ited = 41.7, A/programmed = 47.6).

Ninety-one of the participants were categorized by Kolb’s (1999) LSI into 

four learning style groups: convergers (n = 34), assimilators (n = 31), divergers (n = 

15), and accommodators (n= 11). Convergers performed best overall (M= 45.0), 

but this difference was not significant (no measures reported).

Pearson correlation factors were computed between students’ performance 

and students’ scores on Irish Leaving Certificates of Mathematics (n = 110, r 

= .353), Science (« = 35, r = .572), English (n = 110, r = .088), and Foreign 

Language (n = 99, r = .119). The correlations for English and Foreign Language 

were not significant; Mathematics and Science were significant at the .01 level.

Byrne and Lyons (2001) concluded that gender and learning style did not 

appear to affect programming performance, although the largest group, convergers, 

scored higher than the other groups. Additionally, students with prior 

programming experience outperformed those with limited experience with
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computers. Finally, there was a clear link between programming ability and 

existing aptitude in math and science.

As with Bergin and Reilly’s (2005) study, the participants of Byrne and 

Lyons’s (2001) study were from a different culture than those of the current study. 

Additionally, Byrne and Lyons used students who were majoring in humanities. In 

spite of this, this study is included because it targeted some of the same attributes 

as the current study and it involved students in a programming class. The major 

concern of this study is again the methods used in the statistical analysis of the raw 

data. Means were compared and conclusions reached without testing the 

significance of the differences. Multiple correlations were calculated leading, 

again, to inflated alpha levels.

Studies on Restructured Classrooms Involving Computer Labs 

A large body of research exists concerning restructured classrooms 

involving computer labs and how such restructuring affects students’ achievement 

and attitudes. In the use of computers and in computer science courses, this 

research has often focused on including scheduled structured laboratories as part of 

course requirements. The research studies reviewed in this section investigated 

several types of restructured classrooms involving various types of laboratories.

A 3-week study by Beckenstein and Staunton (1998) involved 30 first 

graders in two elementary schools in Virginia. Their hypothesis was that students 

in a classroom structured with free access to a small number of computers would
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spend more time on the computer and enjoy that time more than students in a 

classroom structured to include a weekly laboratory in a separate classroom with a 

large number of computers. Two intact classes at each school were used. In one 

school all students attended a weekly 45-minute computer laboratory and were 

required to complete scheduled activities. In the other school, two computers were 

available for student use and three students per day were required to complete 

scheduled computer activities.

The only independent variable was group membership (i.e., lab or in-class 

computer use). Two dependent measures were assessed: computer use time and 

computer use enjoyment. Beckenstein and Staunton (1998) used attendance 

records in the structured laboratories to gather their data on time spent using 

computers by the laboratory group. They performed several systematic 

observations of students performing the laboratory activities to determine average 

time spent on-task by the laboratory students. Students in the other group were 

trained to self-record their time-in and time-out on log sheets kept near the 

computers. A researcher-developed “Enjoyment of Computer Usage” survey was 

used to measure computer-use enjoyment. The instrument was pilot tested to 

ensure it was age-appropriate.

Raw data were given for each question on the survey instrument but no 

statistical tests of significance were reported. Based on descriptive statistics results, 

Beckenstein and Staunton (1998) concluded that the two in-class computer groups
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used their computers more (Mi = 128 min, M2 = 92 min) than the two regularly 

scheduled laboratory groups (M3 = 26.75 min, M4 = 20.5 min). They also 

concluded that both groups enjoyed their time on the computer but that the in-class 

group believed more strongly computers were helping them learn and the 

laboratory group wanted more time to use computers. Beckenstein and Staunton 

reported several limitations that affected the validity of their results and the 

generalizability of their conclusions. They included:

• use of the log by the young children to self-report time on computer could 

have resulted in incorrect time data;

• individual absences at one school led to loss of data;

• inclement weather during the study caused school closure during the study 

and led to loss of data as well as disruption of normal class routine;

• different levels of home computer use between the two groups probably due 

to different socio-economic levels for the students in the two schools; and

• different teacher and school philosophies as to computer use.

In addition to these limitations, there were several other flaws that limited its 

validity and generalizability. Although Beckenstein and Staunton tested the survey 

instrument to ensure the questions were age-appropriate in a pilot study, no tests 

were done (or at least none was reported) to ensure the validity and reliability of the 

instrument. The short duration o f  the study also could have led to the presence of 

the Hawthorne effect and biased the results. Perhaps the most serious threat in their
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study, though, was the lack of appropriate inferential statistical techniques to justify 

the conclusions.

Smith (1996) reported anecdotally on the effect of shifting from a lecture- 

centered classroom structure to a lab-centered classroom structure using a Process 

Education approach in four computer science courses: System Analysis and 

Design, C and Assembly Language, Database, and Simulation. “Process education 

incorporates cooperative learning, discovery-based learning, journal writing, and 

extensive assessment” (Smith, 1996, p. 2). Students were organized into groups of 

four. Each student had a specific role in the class. The teacher’s role was as a 

facilitator in the learning process rather than its leader. Each class included a short 

review of the previous class, a team quiz on the reading assignment, presentation of 

the answers on the quiz, a discovery learning activity, and a short time period for 

end of class processing.

Smith (1996) concluded that students were learning more and gaining 

greater confidence in their ability to learn as a result of this approach. He noted 

that he at first experienced difficulty teaching this type of class and that teachers 

require training to learn to use the Process Education approach. This article 

described one professor’s experiences using the Process Education approach. 

Because no statistical information were given (neither descriptive nor inferential), 

the author’s conclusions cannot be accepted as statistically valid and hence has 

limited generalization.
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In their study on collaborative learning in computer science courses, Sabin 

and Sabin (1994) investigated the effect of this instructional approach on student 

attitudes and achievement. Thirty-one students participated in the semester-long 

study at Loyola College in Baltimore, Maryland. Intact classes were used with 18 

in the traditional classroom and 13 in the treatment group. The traditional (control) 

group was taught using the lecture method; the treatment group was taught using 

collaborative learning strategies. Students were divided into groups and during 

class time worked together to solve assigned problems. Programming projects 

were assigned as out-of-class work for each major topic covered.

The independent variable was group membership, and the dependent 

measures were attitudes toward computers and achievement. Attitudes were 

assessed using a computer attitude survey, which was given prior to and after 

treatment. Achievement was defined as scores on a computer programming 

posttest and final class grade, and a computer programming test was administered 

as a pre-assessment. Student demographic data (gender, major, computer 

ownership, and parent computer use) were also collected using a survey.

Pre- and posttest scores showed there was improvement in programming 

knowledge in both groups. A t test indicated that only the treatment group’s 

achievement level improved significantly at a  = .01. No significant differences in 

attitudes existed between groups. Although Sabin and Sabin (1994) reported that 

their results were biased by the small sample size, they nevertheless concluded that
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collaborative learning had a positive effect on the achievement. Anecdotal 

observations by the instructor of the collaborative learning course were used to 

justify conclusions that collaborative learning resulted in a friendly, comfortable 

classroom. In addition to the sample size issue, other concerns include 

instrumentation, mortality, subject characteristics, and testing threats to internal 

validity. As a result, readers should be cautious when generalizing Sabin and 

Sabin’s results to other samples and populations.

Priebe (1997) conducted a 9-week quasi-experimental study employing a 

pretest, posttest, control group design. The purpose of their study was to compare 

the comprehension, logical reasoning ability, and attendance of a traditionally 

structured lecture class to a class structured using the tenets of cooperative 

education. Participants in the study were students enrolled in a CS 2 type course at 

a large southwestern university during the summer term of 1996. Initially 67 

students were part of the study but only 49 completed all the instruments. Two 

intact classes were used for treatment and control group. All students had 

successfully completed a CS 1 type course. The class structure for the control 

group was traditional and consisted of three 90-minute lecture sessions and one 90- 

minute discussion session per week. The class structure of the treatment group 

consisted of three 90-minute sessions using a cooperative learning environment and 

one 90-minute discussion session. Both groups were given outside programming 

assignments. Students were given a pretest and posttest to measure content
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comprehension levels and logical reasoning ability. Two previously validated 

instruments, the Burton Comprehension Instrument (Burton, 1992) and the 

Propositional Logic Test (Pibum, 1989), were used. Daily attendance was 

measured by taking a headcount in each class.

Priebe (1997) found no significant difference between the two groups in 

concept comprehension when pretest scores were used as a covariant (ANCOVA, 

F \, 46 = 0.053,/? = .471). A multivariate analysis of variance for repeated 

measures was performed on the scores on the pretest and posttest for logical 

reasoning. No significant difference was found for the two groups (MANOVA,

F\t 47 = 2.00,/? = .164). A significant difference at a = .05 was found between the 

attendance in the two classes (ANOVA, F i,44 = 5.05,/? = .03). Priebe concluded 

that classes structured using the tenets of cooperative learning learned just as well 

as classes structured in a traditional manner and that the students in the 

cooperative learning classes attended more regularly than those in the traditional 

class. He also noted that homework from the cooperative learning class was 

neater and more complete and that students engaged in conversations more often. 

Thus, the two classes had a different character.

Concerns about Priebe’s (1997) study included time of implementation, 

lack of random assignment, and mortality. Participants in his study were from a 

summer session, which is not indicative of general class populations. No random 

assignment was used either in individual student assignment to treatment or control
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or in intact class assignment to treatment or control. This may have biased the 

results. The study also had a greater than 25% mortality rate. Statistical measures 

should have been used to account for this large loss of data. Without such 

measures, the results of the study were most likely biased.

An empirical study by Duplass (1995) investigated the effectiveness of a 

supervised laboratory in a computer applications course. The study was conducted 

during the Spring 1994 term using two intact classes (^ contro l= 26, ^Treatment= 27) of 

teacher education students enrolled in a computer applications course at the 

University of South Florida. Students from both groups attended separate but 

similar lectures taught by the same teacher. Treatment group students also attended 

four 2-hour supervised laboratories. All students were required to complete nine 

out-of-class assigned projects, During laboratory time the instructor was available 

to assist and answer student questions as they worked on the assigned projects.

To show group equivalency, a pretest was given on the BASIC language 

and concepts of microcomputers and application software. Students also reported 

their self-assessment of their personal competence with computer software on a 

scale from 1 to 5 with 1 representing novice and 5 representing expert. Duplass 

found no significant group difference on pretest scores (t = 0.74, p  = .56), and the 

mean score on the self-reported computer competence questionnaire for both 

groups was 1.49. Thus, the two groups were equivalent on the dependent measure 

and in their self-assessed computer competence level. All students successfully
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completed the out-of-class projects and reported the amount of time needed to 

complete each project. At the end of the semester, the pretest was re-administered 

as the posttest.

A paired t test on pre- vs. posttest differences for each group showed a 

significant difference in the change scores for both groups (t = -5.55, -4.54, p  < 

.0001 for both). A t test on posttest scores, however, showed no significant 

difference between groups (t = -0.03, p  = .974). Duplass (1995) also found very 

little difference in the average self-reported time to complete the projects but 

performed no statistical tests on this measure. Duplass concluded that a laboratory 

supplement does not improve students’ command of the basic concepts of 

contemporary computer software. Given the limited time students have to commit 

to their education and limited institutional resources, Duplass did not recommend 

supervised laboratories as a lecture supplement.

Concerns about Duplass’s (1995) study are similar to those expressed 

earlier. First is the lack of randomization. Although the two groups were 

statistically equivalent on computer knowledge and competence, other subject 

characteristics could have biased the results. Second, by not treating the pretest as a 

covariate, a testing threat to internal validity could have been present. Third, no 

information about the data collection instrument was reported, including any 

attention given to its reliability and validity. Finally, although Duplass’s sample 

was comprised of teacher education majors, his overall conclusion that

67

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

supplementary labs are not warranted is a classic example of expressing 

“conclusions as truth” (Raths, 1973).

Thweatt (1994) conducted a study on students in CS 1 (a beginning 

programming class) to determine if student performance in a class with closed lab 

experiences, the treatment group, was higher than student performance in a class 

with open laboratory experiences, the control group. There were two motivations 

behind the decision to perform the study: recommendations from the joint 

ACM/IEEE task force on the Core of Computer Science and the continuing poor 

performance of students in CS 1. The study was implemented during the Fall and 

Spring semesters of the 1992-93 school year at Middle Tennessee State University 

in Murfreesboro, Tennessee.

During the fall semester, CS 1 students were divided into two balanced 

classes by college GPA and/or SAT-ACT scores. These two classes were 

randomly assigned to closed or open lab experiences. During the spring semester, 

students self-chose to register for the classes with closed or open lab experiences. 

One hundred fifteen students initially began the study; 45 completed it in the 

classes with open laboratory experiences, and 35 completed it in the classes with 

closed laboratory experiences.

The lecture portion of both classes was the same with the same tests and 

assignments. The same lab assignments were given to both classes. The lab 

assignments were discussed briefly during the lecture portion of the open lab
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classes but students were expected to do the assignments on their own time and 

submit them the next class period. The closed lab classes had a 2-hour laboratory 

scheduled each week during which they were expected to complete the laboratory 

assignments. A graduate student and the course instructor were available during 

the lab to answer individual questions. During the fall semester, two different 

instructors taught the two groups. During the spring semester, the same instructor 

taught both groups. Student performance was assessed using a comprehensive final 

exam developed by a departmental committee.

A regression analysis was performed to determine if pre-existing predictor 

variables for the comprehensive final exam needed to be included in the final 

ANCOVA analysis. Only GPA was found to be significant. The four class groups 

were then tested for initial class GPA differences. Data analysis indicated that the 

classes with open laboratory experiences had a slightly higher GPA than the classes 

with closed laboratory experiences but the difference was not significant. A 

questionnaire was administered at the end of the spring semester to gather data on 

perceived previous computer-related experience. A chi-square test of independence 

on this data showed there was no significant difference in perceived previous 

computer-related experience between the two fall groups, the two spring groups, 

and the two combined (fall and spring) groups.

An ANCOVA with GPA as the covariate and an ANOVA showed: (1) no 

significant difference in mean final exam scores between the Fall open and closed
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lab classes ( M Faii-oPen = 76.9, n = 21, M Faii-ciosed  = 82.3, n = 18; ANCOVA,/? = .421; 

ANOVA, p  = .138); (2) a significant difference in mean final exam scores between 

the Spring open and closed lab classes in favor of the closed lab ( M s pring-oPen = 74.4, 

n =  17, M spdng-eiosed  = 81.0,»  = 24; ANCOVA,/? = .009; ANOVA,/? = .053); and 

(3) a significant difference in combined mean Fall and Spring final exam scores 

between open and closed lab classes in favor of the closed lab ( M F& sp-0Pen = 75.6, 

n = 35, Mv&sp.dosed = 81.7, n = 45; ANCOVA,/? = .014; ANOVA,/? = .013). 

Thweatt (1994) concluded that closed laboratories had a positive effect on students’ 

CS 1 performance.

There were some flaws in the way Thweatt (1994) implemented the study. 

The most serious one was the lack of randomization for group assignment during 

the spring semester. Because students were allowed to choose which class they 

wanted to take, it is likely that the two groups were unequal on important predictor 

variables. Only GPA and previous computer experience were tested to insure 

group equivalence. This type of group assignment limits the generalizability and 

internal validity of the results for the spring semester. During the fall semester, 

when random assignment of classes to groups was made, a different course 

instructor was used for each class. Although an effort was made to insure lecture 

material was the same, it is plausible to conclude that some of the differences in 

student performance were attributable to instructor differences. This limits the 

validity of the results for the fall semester. Mortality was another threat to the

70

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

internal validity of Thweatt’s study. Thweatt reasoned that because the drop-out 

rate in all classes was approximately the same, mortality was not a threat. This is a 

concern because the drop-out rate was over 50% in all groups. The loss of this 

many students raises the question of how representative the sample was to the 

population from which it was selected.

Wu (1997) investigated the effect of closed laboratory sessions that 

incorporated two software packages, SimLIST and SimRECUR, which were 

researcher-designed software lab packages for linked lists and recursion, 

respectively. Twenty-four junior high school CS 2 teachers were randomly 

assigned to either a closed laboratory-based class (n -  12) or an open laboratory- 

based class (n = 12). Students in both classes attended lecture sessions on linked 

lists and recursion. After the linked list lecture, students were given two 

corresponding laboratory assignments. Students in the open-lab class completed 

these assignments outside of class; students in the closed-lab class completed the 

assignments during two 90-minute lab sessions using SimLIST with a lab instructor 

present. Similarly, after the recursion lecture, students were assigned one related 

assignment. Open-lab students completed the assignment outside of class; closed- 

lab students completed the assignment during a 90-minute lab session using 

SimRECUR with a lab instructor present. Effectiveness of the two laboratories was 

measured by a post-laboratory achievement test embedded in a regular class exam 

administered after the three laboratory assignments were completed. The SimLIST
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component of the exam had a reliability coefficient alpha of .62 and the 

SimRECUR component had a coefficient alpha of .68. Results from a one-way 

ANCOVA in which final grades from CS 1 were treated as a covariate showed that 

students in the closed laboratory-based class had significantly higher post-lab 

achievement scores than students in the open laboratory-based class (ANCOVA, 

F\,2 \ =4.18 , p <  .05). Wu (1997) concluded that these results demonstrated the 

effectiveness of using software packages in closed laboratories when teaching 

programming.

In reviewing Wu’s (1997) study, it is important to note that a significant 

effect was found in the use of software packages incorporated within a closed-lab 

setting and not between open and closed labs. It also can be argued that the reason 

the closed-lab group had significantly higher achievement in the targeted concepts 

was because they received extra instruction time: Closed-lab students received 

three 90-minute lab sessions that extended beyond the lecture. To guard against this 

from occurring in the current study, all students (control and treatment) had exactly 

the same amount of instruction time. It also should be noted that Wu’s sample was 

not representative of the general student population taking CS 2. Hence, results 

and conclusions might not be generalizable to the general student population.

A study by Corritore et al. (1999) compared two styles of laboratory in a 

computer science programming course. In addition, the closed laboratory classes 

were compared to a traditional lecture class. The purpose of the study was to
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compare the effects of a traditional closed laboratory-based class to those of an 

interactive demonstration laboratory-based class on student performance, class 

attrition, and student perceptions toward the class. Corritore et al. developed the 

interactive demonstration closed laboratory-based class as an alternative to the 

more traditional closed laboratory-based class.

Both the traditional and interactive closed laboratory-based classes were 

separated into two components: lecture and laboratory, but the lecture-based class 

did not have a laboratory component. In the laboratory classes, course time was 

split evenly between lecture time and weekly laboratory time. The lecture part was 

held in a regular classroom; the same instructor taught both lecture classes. The 

laboratory for the traditional closed laboratory-based class was held in a computer 

laboratory with computers for individual students. Students worked at their own 

rate on assigned experiments with a laboratory instructor who was available to 

answer individual questions. Students were encouraged to discuss the assignment 

with their peers and work in pairs. The laboratory for the interactive laboratory- 

based class was held in a classroom with a computer and computer projection 

system. The same lab instructor led the group in an interactive discussion to 

complete the same laboratory assignments. Group interaction and student decision­

making were encouraged during the interactive laboratory.

Two intact classes of CS 2, a 2nd semester programming course at the 

University of Nebraska, were used in the study. Data from a third lecture-only
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class, not part of the study, was also gathered. At the beginning of the study there 

were 28 students in the hands-on closed laboratory and 31 in the interactive 

demonstration laboratory. To ensure that the classes were similar, demographic 

data on gender, age, GPA, access to home computer, and computer science 

preparation were collected at the beginning of the semester. Four indicators of 

student performance were used: scores on laboratory assignment, out of class 

programming assignment scores, final exams, and total course points (sum of all 

assignment, test and final exam scores). A third instructor scored all assignments, 

tests, and exams.

A t test was used to compare the two class means on each of the four chosen 

indicators of student performances. An open-ended survey was administered at the 

end of the semester to determine student attitudes toward the different class 

structures. The mean student ranking of each class structure from the open-ended 

survey was used to compare student attitudes toward different class structures. 

Course attrition rates for each class were computed as the percent of the number of 

students completing the course out of the number of students starting the course.

Preliminary analysis on the demographic data at the beginning of the course 

indicated that the students in each of the two classes were similar in gender, age, 

average GPA, access to home computers and computer science preparation. Post­

analyses were conducted using the data from students remaining in the two classes
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at the end of the semester. Only 14 of the 28 students remained in the traditional 

closed laboratory-based class and 13 of the 31 remained in the interactive 

laboratory-based class. Post-analysis was not done on the lecture-only class due to 

an extremely high drop-out rate, 14 out of 21. Results indicated that there were no 

significant differences in student performance on each of the four indicators: Mean 

class scores on laboratory assignments showed no significant difference (t = .89, 

p  < .38); mean class scores on programming assignments showed no significant 

difference (t = . 18, p  < . 18); mean class scores on final examinations showed no 

significant difference (t = 1.74,/? < .10); and class means of total point showed no 

significant difference (t=  3.72,/? < .48).

Students from each of the two laboratory classes preferred their own 

respective class structure. The mean rank of the traditional closed laboratory-based 

class by students in the closed-lab class was 5.8, and the mean rank of the 

interactive laboratory-based class by students in the interactive lab class was 4.8. 

These mean ranks were also compared to the results from a third lecture-only class, 

which preferred the traditional closed laboratory-based structure with a mean rank 

of 4.2. Student comments on the survey confirmed support for a laboratory 

component in the course but also expressed concern about the additional time 

required by such a component.

The attrition rates of the two laboratory-based classes were nearly the same 

with 53.6% for the hands-on closed laboratory-based class and 54.8% for the
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interactive laboratory-based class. These percentages were compared to the 

attrition rate for a lecture-based class from the same semester of 66.7%. The 

attrition rates for female students for each class were also computed and compared. 

The hands-on closed laboratory-based class female attrition rate was 42.9%, the 

interactive laboratory-based class female attrition rate was 28.6%, and the female 

attrition rate for the lecture-based class was 80%.

Anecdotal instructor observations were reported on the advantages of the 

two laboratory-based classes. Both laboratory experiences encouraged a 

community of students and instructors not usually seen in a lecture-based class. A 

mentoring relationship between instructors and students also developed in both 

laboratory-based classes. The traditional closed laboratory-based class encouraged 

students to explore questions beyond those assigned and seemed to foster a greater 

sense of self-confidence than the interactive laboratory-based class. In the 

interactive laboratory-based class the instructor was in more control of the learning 

experience and could guide the discussion so that it remained on-topic. In this way 

the interactive laboratory-based class made better use of class time and provided a 

more uniform learning experience than the traditional closed laboratory-based 

class.

Corritore et al. (1999) indicated that all findings in this study should be 

considered preliminary due to the small size of the sample. They concluded that 

student performance and attrition in both laboratory-based classes was equivalent,
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while female attrition was found to be slightly lower in the traditional closed 

laboratory-based class. Overall student attrition and female student attrition rates 

in both laboratory-based classes were lower than in an all lecture class. They also 

noted that the validity of this conclusion is limited because the laboratory instructor 

of the laboratory-based classes was female whereas the instructor of the lecture- 

based class was male. Overall the study indicated that the interactive laboratory- 

based class is an effective and economical alternative to the traditional closed 

laboratory-based class.

In addition to the sample size and mortality issues, the primary concern of 

Corritore et al.’s (1999) study was the use of multiple independent t tests, which 

increases the likelihood of inflated alpha levels. Given the study’s four dependent 

measures, a multivariate analysis of variance strategy should have been employed. 

Additionally, the simple comparison of percent rate for attrition with no type of 

statistical test for significance of the difference makes it difficult to determine if the 

differences are large enough to be considered important. The statistics reported for 

student attitudes toward class structures were also not tested for significance 

leaving the conclusions made about those attitudes unreliable.

Kumar (2003) compared retention and achievement results for two intact 

classes of Computer Science I, which included an optional closed laboratory with 

results from two previous intact classes that did not include the optional closed 

laboratory. These classes were held at Ramapo College of New Jersey during the
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fall semester of 1998 and the spring and fall semesters of 2001. One hundred 

thirty-five students were initially enrolled in the classes, but only 80 students 

completed the course. The purpose of Kumar’s study was to determine the 

effectiveness of the closed lab in improving retention and increasing achievement 

in the CS 1 course. Three questions guided his research: (1) Do closed labs help 

improve retention in the course? (2) Do closed labs help improve student learning 

in the course? and (3) Do closed labs help students carry out programming projects 

in the course?

Kumar (2003) taught all four classes and each class consisted of one 150- 

minute class session per week. Additionally, the 2001 classes included an optional 

45-minute lab period held at the end of each class. These classes were assigned lab 

projects and students were allowed to work on them during the last 45 minutes of 

the class period. Students also were encouraged to stay an additional 45 minutes 

after class and continue working on the projects. These projects were marked but 

not graded and were not used in calculating the final grade. Students in all four 

classes were assigned programming projects that they were expected to complete 

outside of class. Students were required to complete all programming projects in 

order to receive a passing grade; however, these projects also were not graded and 

were not used in calculating the final grade. Two tests and a final exam were used 

as assessment instruments.
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Kumar (2003) found that retention, measured as the percentage of students 

taking the final exam, was about the same for all four class sections. One-way 

ANOVAs indicated a significant difference in the average between the closed and 

open class sections on the first test score but not the second or the final exam. 

Kumar noted that the open lab class sections took this first test using paper and 

pencil, but the closed lab class sections took the test online. He did not believe this 

was important to the results. Percentages were calculated for the number of 

programming projects completed and found to also be about the same for all four 

class sessions. Kumar concluded that retention and the number of programming 

projects completed by students were not affected by the optional closed labs. 

Closed laboratories did improve student performance, but were most effective on 

the first test and became less helpful on later tests. Kumar indicated that his future 

plans are to perform a larger, more controlled study that includes a treatment 

component with a required closed laboratory.

The results of Kumar’s (2003) study were very relevant to the current study 

because of the similarities between the studies. Unfortunately, Kumar’s study 

suffered from multiple threats that question the validity of its results and 

conclusions. Essentially his study did not use a control group. Classes in 2001 

were assigned to treatment (optional closed lab) and then compared to classes he 

taught in 1998 (control). The 3-year time difference is problematic and the 1998 

sections did not receive the same lab assignments or instructor time as those in
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2001. Students also were not surveyed for characteristics that might have skewed 

the results, and instruments used to measure student performance were not tested 

for validity or reliability. Multiple inappropriate statistical tests were used to test 

the hypotheses which could have led to inflated alpha levels.

Allitt- Wheeler (2005) conducted a study of lst-year students at Tabor 

School of Business, a part of Milikin University in Decatur, Illinois. The purpose 

of her study was to determine the value of closed computer laboratories in entry- 

level software application courses. The study had a quasi-experimental design 

with non-equivalent controls, and the sample consisted of students registered 

during the fall semester of 2002 in MS 120, a required computer applications 

course consisting of units on PowerPoint, Excel, and FrontPage. Of the 83 students 

who completed the study, 53 were male and 30 were female. The average age of 

the participants was 19.1.

Each of two class sections was divided into two types of laboratory sessions 

(closed and open). Allitt-Wheeler (2005) taught both class sections and laboratory 

sessions. Open lab students were required to attend a session explaining the 

laboratory rules, and two testing sessions. Closed lab students were required to 

attend additional laboratories of 2 hours per week. The instructor was available 

outside of class to answer students’ questions.

The instruments Allitt-Wheeler (2005) used included a variety of multiple- 

choice written exams, hands-on practical exams, lab assignments, and previously
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used quizzes that she had validated based on her experiences. The total number of 

points earned was the sum of the scores on these instruments. She also used a 

multiple-choice exam consisting of three sections on PowerPoint, Excel, and 

FrontPage. This exam was administered both as a pre- and posttest. The posttest 

included questions about lab preference as well. An instrument to determine self- 

efficacy by Casidy and Eachus (1998) was also administered during the 1st week of 

the semester. A Cronbach’s alpha of .96 was computed for this instrument.

Independent variables were listed as: total points earned in the class, scores 

on pretest and posttest, scores earned on each of the posttest application 

components (PowerPoint, Excel, and FrontPage) and self-efficacy scores. 

Dependent variables were listed as lab session (closed or open) and gender. There 

were 12 hypothesis for the study, the most important of which dealt with the 

difference in points scored on the various achievement instruments by students in 

the closed labs (control group) and students in the open labs (experimental group). 

Pearson product correlation, multiple t tests, and one-way ANOVAs were used to 

test the various hypotheses. For each hypothesis the decision was fail to reject. 

Additionally, Allitt-Wheeler (2005) determined that the majority o f students 

preferred an open lab and that students who preferred the open lab had higher mean 

total points than those who preferred the closed lab.

Allitt-Wheeler (2005) concluded that lab conditions and gender had no 

influence on achievement and there was no correlation between self-efficacy and
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achievement. She noted that the interaction between gender and lab conditions on 

total points was close to significance. She postulated that the reason for this result 

was females completed their lab assignments more completely and promptly than 

males and thus had higher total points. Overall the study showed that the value of 

closed labs is diminishing.

The results of Allitt-Wheeler’s (2005) study were informative; however, her 

study also suffered from many of the same concerns as those cited earlier from 

previous studies. Incorrect statistical tools were used, (e.g., MANOVA should 

have been used instead of ANOVA), multiple t tests led to inflated alpha levels, 

and the researcher-constructed instruments were not tested for reliability.

Studies on Self-Regulated Learning 

Bergin, Reilly, and Taylor (2005) investigated the relationship between self­

regulated learning (SRL) and programming performance. The study was conducted 

during the 1st semester of the 2004-2005 school year involving 35 students 

enrolled in a postsecondary introductory programming course. The independent 

variables were motivation and learning strategies, which were measured using four 

scales of the Motivated Strategies for Learning Questionnaire (MSLQ) by Pintrich, 

Smith, Garcia, and McKeachie (1991). The MSLQ is a self-reporting instrument 

with 17 different scales; Cronbach alpha coefficients range between .52 and .90.

The scales used were value components, cognitive strategies, metacognitive 

strategies, and resource management strategies. The dependent variable was
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programming performance, which was measured using a score consisting of class 

tests, lab tests, and assignments,

Bergin et al. (2005) tested five hypotheses related to the relationship 

between SRL and performance by calculating Pearson correlation coefficients and 

performing several one-way ANOVAs. They found significant correlations 

between performance and the use of metacognitive strategies (r = .54 , p <  .01), the 

use of resource management strategies (r -  .57, p  < .05), the intrinsic motivation 

scale (r = .53,p  < .01), and the task value scale (r = .54, p <  .01). No significant 

correlation was found between programming performance and the use of cognitive 

strategies. When students were classified according to their level of programming 

expertise (high, medium, or low), ANOVA results showed a significant difference 

in student scores based on their: (1) use of metacognitive strategies (T7̂, 31= 6.1, p  = 

.006); (2) use of resource management strategies (F2,31 = 5.1, p  = .012); (3) level of 

intrinsic motivation (F2,31 = 4.2, p  = .025); and (4) level of task value (F2,31 = 6.2,

p  = .006). '

A stepwise regression analysis was also performed using the subscales of 

three categories (cognitive, metacognitive, and resource management strategies). 

The resulting model was significant with an adjusted R = .45, F\, 32  = 14.3,/? <

.001, and two variables—effort regulation and critical thinking—were also 

significant. Bergin et al. (2005) concluded that students who use high levels of 

metacognitive and resource management strategies, and who have high intrinsic
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motivation and task value, perform better in a programming class than those who 

don’t. In contrast, students who use high levels of cognitive strategies perform no 

better than those who don’t. They also concluded that self-regulated learning 

provides a useful area of research in the quest to discover factors that influence 

programming success. Bergin et al. reported two limitations to the results of their 

study: The study was conducted only once and needs to be extended to other 

situations, and the MSLQ instrument required students to self-report their 

behaviors.

A two-group, posttest only, double-blinded randomized study was 

conducted by Kumar et al. (2005) to examine the effects of self-regulated learning 

on programming performance. The sample used in the study consisted of 40 

student-volunteers with previous programming experience ranging from 2 to 5 

years. The treatment group was assigned a program to write using the Self- 

Regulated Learning in Programming (SRLP) tool while completing a set of self­

monitoring checklists. The SRLP provided prompts to guide students through the 

programming task. The control group was assigned the same program under 

identical conditions without the SRLP tool or the checklists. The time allowed for 

both groups to finish the program was 100 minutes. Participants were paid $40 at 

the end of the study and all who successfully completed the program were entered 

into a drawing for three $50 prizes.
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The independent variable was group membership and the dependent 

variable was the assigned grade given to the program. Completed programs were 

analyzed using common software metrics and were graded by an independent 

evaluator with several years of programming experience. The software metrics 

revealed that the treatment group outperformed the control group in all categories 

except I/O. Scores assigned by the independent evaluator were higher for the 

treatment group (M= 54.39) than for the control group (M= 43.41). There was 

also a significant difference between the time each group spent for warm-up (A 40 =  

-3.07 , p  < .05) and the time each group spent in thinking (fi,40 = -2.10,/? < .05). 

Warm-up and thinking are activities performed before coding of program begins. 

Kumar et al. (2005) concluded that their experiment positively revealed the effects 

of SRL in programming and that enhancing the process of self-regulation while 

programming leads to better programming performance. Concerns about the 

Kumar el al. study included the use of volunteers, lack of any pre-assessments to 

show group equivalency, achievement based on the results of a single computer 

program, no report of inter-rater reliability for evaluations of the programs, and the 

use of a financial incentive. All render Kumar et al.’s study and corresponding 

results as preliminary in nature.

Summary and Study Implications 

As noted earlier, learning theories provide a foundation on which to study 

and build on the current knowledge base in the area of computer science education.
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Constructivism tells us that all new knowledge is built on previous knowledge, thus 

it becomes important to know student attributes to judge what experiences best 

improve student learning. Different class structures with or without laboratories 

also can be grounded in several theories of learning, including individual and social 

constructivism and metacognition. Finally, learning style theory tells us that 

students may learn differently under different experiences and thus it is important 

to investigate how to provide those different experiences.

After a review of studies that attempted to correlate student attributes, 

including learning styles with achievement in and attitudes toward computer 

courses, and the use of different class structures to improve achievement and 

attitudes, it is obvious that no general consensus exists in either area. Although 

some studies found math ability or background as a good predictor (Butcher & 

Muth, 1985; Wilson, 2002), other studies found computer programming 

background important (Taylor & Mounfield, 1991). Some evidence also exists that 

computer science is an area where students with the intuitive, cognitive learning 

style as defined by Meyers-Briggs (1962, 1975) are most successful (Crosby & 

Stelovsky 1995).

Of particular interest were studies of classroom structures that included 

various types of laboratories. With the increased use of classes structured to include 

laboratories in the computer science curriculum, it was important to investigate not 

only how these laboratories affect students’ understanding of computer science
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concepts and students’ perceptions of computer science as a career, but also how to 

structure these laboratories as part of the class and what form these laboratories 

should take. Several studies have attempted to answer these questions and many 

other anecdotal articles have been written about authors’ experiences with 

laboratories. Although anecdotal articles are almost unanimous in their praise for 

classes with closed laboratories, experimental studies gave mixed reviews. 

Additionally, in virtually all of the experimental studies reviewed, serious flaws 

existed that question the internal validity of the results and the generalizability of 

the conclusions.

Computer science departments are under continuing pressure to maintain 

graduation rates in the face of declining enrollment. In this climate retention 

becomes a major issue. Historically, students who have a good experience in the 

early computer science courses continue and are successful in the major. Thus, 

many schools are willing to make the financial commitment required by computer 

science laboratories similar to other science laboratories because they “make 

sense.” In spite of the paucity of evidence that laboratories have real effect on 

achievement or attitude, many schools are including some type of closed laboratory 

experience as part of early computer science courses.

Although several articles presented research findings relative to classes 

being restructured to include laboratories, few were well-designed studies, as was 

noted through the literature review. The current study addressed many of the flaws
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found in these previous studies. It also provided additional insight into the question, 

“Can a class structured to include an open laboratory provide the same benefits as a 

class structured to include a traditional, scheduled closed laboratory?”
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CHAPTER3 

METHODOLOGY 

Population and Sample 

Population

The target population of this experimental study was all undergraduate 

students enrolled in a first-level computer science course (CS 1) in the United 

States. The accessible population was all such students attending two small 

Northern Alabama public universities. In this context, a small college or university 

was defined as one in which its total full-time undergraduate student enrollment is 

less than 6,000. A convenience sample was selected consisting of intact groups of 

students registered for a CS 1-equivalent course at the University of North 

Alabama (UNA) and Athens State University (ASU).

Offering undergraduate degrees in education, nursing, business, and arts 

and sciences with graduate programs in education, counseling, nursing, and 

business, UNA is a traditional regional university located in the extreme northwest 

comer of Alabama and draws most of its students from Alabama, Tennessee, and 

Mississippi. During the 2005-2006 academic year, 73% of all students were 

residents of Alabama, 8% were residents of Tennessee, and 6% were residents of 

Mississippi (University of North Alabama, 2007). The total number of students 

who attended UNA during the 2005-2006 academic year was 6,404 of which 5,446 

were undergraduates: 4,650 (72%) were full-time, 1,765 (28%) were part-time,
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43% were male, 57% were female, 72% were white, 9% were African-American, 

7% were international students, and 12% were classified as “other.” Additionally, 

between 70 and 75 students were computer science (CS) majors.

Located in northern Alabama, ASU is an upper division university serving 

junior and senior level undergraduate student transfers from the state community 

college system and other 4-year universities. ASU is in close proximity to 

Huntsville, Alabama, Redstone Arsenal, and NASA’s Marshall Space Flight 

Center. The university draws a large number of full-time and part-time students 

from the area’s industries, and has a strong demand for evening classes. 

Undergraduate student enrollment during the 2005-2006 academic year was 2,642 

with 1,125 (43%) full-time students: 31% were male, 69% were female, 81% were 

white, 11% were African-American, less than 1% were international students, and 

8% were classified as “other” (C. Brett, ASU Office of Institutional Research, 

Planning, and Effectiveness, personal communication, June, 2007). Additionally, 

there were 85 CS majors and 20 Computer Information Systems (CIS) majors.

When compared to the 2006 National Survey of Student Engagement of 557 

U. S. colleges (Indiana University for Postsecondary Research, 2007) and the 2004 

National Science Foundation’s (2005) survey of all U. S. degree granting 

institutions the UNA and ASU student profiles and computer science graduate 

profiles were representative of the target population. Finally, a survey of 30 

randomly chosen U.S. colleges and universities with Web sites confirmed that the
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profiles of students required to take CS 1 at UNA and ASU was consistent with 

those colleges and universities that offer a similar course.

Sample

A convenience sample was selected and consisted of all UNA students 

enrolled in CS 155, Computer Science 1, and all ASU students enrolled in CS 317, 

Computer Science 1, during the Fall and Spring semesters of the 2006-2007 

academic year. CS 1 at both schools is a beginning course in programming that 

meets the requirements for CS majors, CS minors, pre-engineering majors, and 

mathematics majors. CIS majors at ASU are also required to take Computer 

Science 1 whereas UNA CIS majors have a different curriculum.

The overall initial sample size was N  = 92 (VVuna- 61, JVasu = 31), but only 

71 completed all study protocols (Mjna= 45, Aasu = 26). A summary of the salient 

student characteristics is provided in Table 3.1; additional student demographics 

also are reported and discussed in Chapter 4. As noted from this table, overall there 

were twice' as many males as females (nu -  48, «f = 23); however, at UNA the 

male-female ratio was 3.5 to 1. There was nearly a 50-50 split between the number 

of students who had a previous computer programming course (n = 38) and those 

students who did not (n = 32); however, of the 26 ASU students, 20 reported 

having a previous computer programming course. This large discrepancy is 

because ASU’s CS 317 course requires a programming course as a prerequisite. 

Relative to students’ level of mathematics preparation, approximately one-third
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Table 3.1
Summary o f  Student Characteristics

School/Term

Level of Math 
Background8

Prev Com 
Prog Edb Gender

NC T Cl AC1 No Yes M F

UNA
Fall 7 5 7 7 13 13 19 7 26
Spring 9 6 1 3 14 5 16 3 19
Total 16 11 8 10 27 18 35 10 45

ASU
Fall 4 3 1 7 4 11 8 7 15
Spring 4 0 3 4 2 9 5 6 11
Total 8 3 4 11 6 20 13 13 26

Overall
Fall 11 8 8 14 17 24 27 14 41
Spring 13 6 4 7 16 14 21 9 30
Total 24 14 12 21 33 38 48 23 71

Note. “Level of Math Background reflects the number of students who had taken 
as their highest math course, C = College Algebra, T = Trigonometry, C 1 = 
Calculus I, AC1 = Above Calculus I. bPrev Com Prog Ed reflects the number of 
students who had or did not have a previous computer programming course.

(n = 24) of the students listed college algebra as their highest level of math 

preparation, one-sixth (n = 14) listed trigonometry, one-sixth (n = 12) listed 

Calculus I, and one-third (n = 21) listed courses above Calculus I. Additional 

information that reflects fall and spring data is provided in Table 3.1.

Three teachers implemented the study protocols: one at UNA (female), who 

was the researcher, and two at ASU (one male and one female); the male teacher 

taught during the fall term. Both female teachers were full-time faculty members at 

their respective schools and the male teacher was a part-time adjunct. All three 

teachers were nearly the same age and the ASU teachers had approximately the 

same number of years teaching experience, while the UNA teacher had twice as
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Table 3.2
Summary o f  Teacher Characteristics

School N Gender Age Yrs Teach* Statusb

UNA 1 Female 54 22c Full-time
ASU

Fall 1 Male 53 10 Part-time
Spring 1 Female 43 8 Full-time

Note. aYrs Teach = total number of years teaching. bStatus = whether 
the teacher was employed full- or part-time at the school. c10 years 
teaching CS.

many years teaching as the other two. A summary of the teacher characteristics is 

provided in Table 3.2.

Power Analysis

According to Cohen, Cohen, West, and Aiken (2003, p. 92), “statistical 

power analysis is concerned with the special case of determining the probability 

that the sample value will be significantly different from some hypothesized value, 

typically one of no effect such as a zero R2.” The components of a power analysis 

include the population effect size (ES) for either the overall R or for a partial 

coefficient (e.g., sr ), the sample size, the number of independent variables (IVs), 

and the significance criterion. Given any three of these parameters, the fourth can 

be determined using a computer program, power tables, or by following Cohen et 

al.’s algorithm.

A power analysis was conducted from three aspects: (1) overall model, (2) 

research factor sets, and (2) single research factor. All calculations were done based 

on a preset a = .05, and effect sizes were calculated using actual R2 values. The
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Table 3.3
Power Analysis and Calculated Powers for a = .05

Variable Actual
Value

Actual 
Effect Size

Approximate Power 
for A  =142

Xy-Xa Ra = .668 2.012 >.99
(Overall Model)3

Set A Ff = .193 0.239 .99
(Student Attributes Set)b

Set B R1 = .040 0.042 .50
(Academic Set)c

SetC R2 = .668 2.012 >.99
(Treatment + Subjects Set)d

Treatment Only R2 = .001 .001 .067

Any single research factor' sr,2 > .016 ES>  0.016 > .33

Note. Total sample size = 71 but data were coded for two repeated measures using criterion 
scaling via a multiple regression analysis strategy; thus, N =  142.
aThe overall model consisted of 13 independent variables that were separated into three functional 
sets A, B, and C. bThe student attributes set consisted of variables representing gender, previous 
computer programming education, math background, and learning style. cThe academic set 
consisted of variables representing semester, school, and the interaction between semester and 
school. dThe treatment + subjects set consisted of variables representing the classroom structure and 
the total points scored by each participant. 'Research factors consisted of gender, previous computer 
programming education, math background, and learning style.

results of this analysis are summarized in Table 3.3. As noted in this table, given

the study’s sample size of 71—which was doubled to accommodate two repeated

measures using criterion scaling—and the actual R and effect size values, the

statistical power related to finding a significant overall model was greater than .99;

this was also the case for Sets A and B. However, the statistical power of finding

Set B (the set of academic variables) significant was equivalent to a coin toss (.50),

the power of finding any single research factor significant was .33, and the power

of finding the group membership variable significant was .067. These power

parameters will be discussed further in Chapters 4 and 5.
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Instrumentation

Data collection instruments used in this study included the following: An 

attitude scale, a learning style inventory, and researcher-developed assessments, 

including unit exams, laboratory assignments, and programming assignments. The 

attitude scale was administered during the 1st, 7th, and last week of classes; the 

learning styles inventory was administered during the 1 st week of classes; and the 

researcher-developed assessments were administered continuously throughout the 

semester. A copy of the unit exams, the attitude scale, and a sample of the KLSI- 

3.1 are included in Appendix A (the KLSI is a copyrighted instrument and thus 

only a sample of its questions and contact information are provided); copies of the 

lab and programming assignments are provided in Appendix B. A description of 

each instrument follows.

Attitude towards Computers and Computer Courses

Newby and Fisher’s (1997) Attitude towards Computers and Computer 

Courses (ACCC) instrument was used to assess students’ attitudes toward 

computers, CS 1 as a course, and computer science as a career choice. Because the 

ACCC was developed to measure college-level computer science students’ 

attitudes in courses that included a laboratory, it was appropriate for the study.

The ACCC has four subscales: Anxiety, Enjoyment, Perceived Usefulness 

of Computers, and Perceived Usefulness of Course. The first three subscales were 

derived from Loyd and Loyd’s (1985) instrument; the last scale was created by
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Newby to replace Loyd and Loyd’s Confidence scale because it was difficult to 

distinguish between lack of confidence and anxiety. The Anxiety subscale 

measures how comfortable students feel using a computer; a sample statement is, 

“Working with a computer makes me very nervous.” The Enjoyment subscale 

measures the extent to which students enjoy using a computer; a sample statement 

is, “I enjoy learning on a computer.” The Usefulness of Computers subscale 

measures students’ beliefs on the usefulness of computers; a typical statement is, 

“My future career will require knowledge of computers.” The Usefulness of 

Course subscale measures how useful students find the course; a typical statement 

is, “I do not think I will ever use what I learned in this class.”

Each subscale consists of seven items and responses are assessed on a 5- 

point Likert scale ranging from 1 = Strongly Disagree to 5 = Strongly Agree. Thus, 

scores can range from 28 to 140, with higher scores indicating more positive 

attitudes or perception. Eight of the 28 items are negatively worded statements and 

hence reversed scored. The four subscales of the ACCC have a reported Cronbach 

alpha that ranges from .64 to .90, and the subscales’ discriminant validity mean 

correlations range from .28 to .49. Factor analysis confirmed that four distinct 

factors exist for the ACCC. In addition to reporting students’ overall attitudes, 

summary analyses are provided separately for each subscale. Using sample data 

collected from the current study, the overall reliability alpha was .95, and the 

respective subscale alphas were .82, .94, .77, and .92.
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Kolb’s Learning Style Inventory

Kolb’s Learning Style Inventory-Version 3.1 (KLSI-3.1) was used to 

classify study participants by their dominant learning style. The instrument is 

commercially available in printed or Web-based forms from the Training Resource 

Group, Hay/McBer (Kolb, 2005). The KLSI-3.1 consists of 12 incomplete 

statements with four possible endings for each statement. For each of the 12 

statements, participants were asked to rank the four possible endings from best 

answer to worst answer according to their personal preference about how they like 

to learn. For example, one statement from the KLSI-3.1 is, “I learn by ...,” with 

ending choices: “thinking,” “watching,” “learning,” and “doing.” Each possible 

ending categorizes test-takers into one of four learning styles as defined by Kolb: 

convergers, divergers, assimilators, and accommodators. Convergers learn through 

the use of active experimentation and abstract conceptualization. Divergers learn 

through reflective observation and concrete experience. Assimilators learn through 

reflective observation and abstract conceptualization. Accommodators learn 

through active experimentation and concrete experience.

Earlier versions of the KLSI were criticized for low test-retest reliability 

and internal consistency (Bostrom, Olfman, & Sein 1993). The inventory 

underwent several revisions since its initial offering to improve its scores and 

increase its practical uses. In the latest version, KLSI-3.1, the four possible ending 

choices of thinking, watching, learning, and doing are randomized to prevent test-
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takers from selecting answers according to their position in the list. The results of 

several recent studies of the KLSI-3.1 suggest good internal consistency reliability 

across a variety of populations with Cronbach’s alpha coefficients that ranged 

between .77 and .84 (Kayes, 2005; Kolb & Kolb, 2005; Wierstera & DeJong,

2002). Veres, Sims, and Locklear (1991) tested a randomized KLSI similar to the 

KLSI-3.1 and reported test-retest correlations above .90 in all cases. The inventory 

has been shown to be effective in characterizing students by their dominant 

learning style (Bostrom et al.). The KLSI has gained acceptance among 

educational researchers and has been widely studied in the areas of computer and 

information science. Studies have examined the relationships between learning 

style and end-user training and software use, problem solving and decision making, 

on-line search behavior, and performance in computer training and computer- 

assisted instruction (Kolb & Kolb, 2005).

Teacher-Based Assessments 

As noted in the introductory paragraph of this section, several researcher- 

developed assessments were used to measure students’ achievement, including 

laboratory assignments, programming assignments, and unit exams. The 

corresponding instruments for these assessments were pilot tested during the 2006 

Summer term at UNA and ASU. A description of these assessments follows, and a 

summary of the type and number of assessments, as well as the point values 

assigned to each assessment is given in Table 3.4.
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Table 3.4
Session Assessments

Unit Exams Laboratories Programs Total

Number of Assessments 2 15 3

Points Per Assessment 100 2 15

Total Points 200 30 45 275

Percent of session grade 72% 11% 17%

Note. Sessions were 7 weeks in length and there were two sessions each semester with 
the same number and types of assessments.

Laboratory Assignments

Laboratory assignments consisted of a purpose statement, a reading 

assignment, a programming exercise, and a post-lab. The purpose statement 

specified the skills students would acquire by completing the lab. The reading 

assignment directed students to a specific textbook passage that corresponded to the 

lab. The programming exercise contained a detailed description of a specific 

programming problem relative to the purpose statement and included printouts of 

any code needed to complete the exercise. The post-lab was a form that students 

used to record program output and write any observations or discoveries they made 

while completing the exercise.

The lab programming exercises consisted of problems that required students 

to write short blocks of code to be used in a provided program, modify a previously 

written program, or write a function for a provided program. For example, the 

programming exercise in Laboratory Assignment 12 (see Appendix B) was to 

modify an existing program to find the minimum of two numbers using provided
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psuedocode. Code to get the two numbers from the user and to print the minimum 

were provided in the assignment handout. The assignments were designed to be 

completed in less than 25 minutes. Laboratory assignments in general, and the lab 

programming exercises in particular, were used to supplement classroom lectures 

and prepare students for the longer, more complex programming assignments.

The design and structure of the laboratory assignments followed Walker’s

(2004) recommendations and tested students’ knowledge at all six levels of 

Bloom’s (1956) taxonomy of learning (see Figure 3.1). Each laboratory was worth 

up to 2 points for a maximum of 30 laboratory points for each session: Students in 

closed lab-based classes received 1 point based on their participation in the 

laboratory and 1 point for the timely return of complete post-labs. Students who did 

not finish a lab assignment during the class session or were absent from a closed 

lab class were also given the option to turn in the completed code along with their 

post-labs. Students in open lab-based classes received 1 point each for timely return 

of completed code and post-labs. Assignment of points for laboratory exercises was 

performed using a researcher-designed score card (see Appendix B). Because 

session grades were based on 275 points, the labs represented approximately 11% 

of students’ session grades. Copies of laboratory assignments are located in 

Appendix B.

The laboratory exercises were assumed to be content valid because they 

were based on CS 1 textbook exercises, examples, and lab manuals. Additionally, I
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Level 6: Evaluation

In the notes section of the assignments, students were required to explain and defend 
their choice of method to solve the programming problem. In some assignments 
students were provided with alternate solutions and asked to evaluate these alternate 
solutions.

Level 5: Synthesis

Students synthesized the information available to them along with their experiences 
from previous programming experiences. They designed the algorithms and solutions to 
the programming exercises. They were encouraged to find more than one way to solve 
the problem.

Level 4: Analysis

Using the body of information from the textbook and lecture students selected the salient 
points for the programming exercise. In some assignments, they analyzed the supplied 
code for errors in syntax and logic.

Level 3: Application

Students were required to apply the information from the reading section and the lecture 
to solve the problem proposed in the programming exercise.

Level 2: Comprehension

The results and notes form required the student to explain the results and provided a 
measure of student comprehension of the topic.

Level 1: Knowledge

The drill and practice of writing code supported knowledge recall of the syntax of the 
language.

Figure 3.1. The relationship between the activities of students’ laboratory assignments and 
the six levels of Bloom’s (1956) taxonomy.

chose the assignments so they matched the course objectives and prepared students 

to write the longer programming assignments. Further content validity was 

provided by another CS 1 instructor who reviewed and approved of the laboratory 

assignments. An inter-rater reliability coefficient of .93 was calculated for the two 

instructors who graded the laboratory exercises and programming assignments.
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Programming Assignments

The programming assignments were selected from various CS 1 textbooks, 

including Dale (2004), Dale and Weems (2004), Dietel and Dietel (2005), and Zak

(2005). These assignments required students to use several topics from recent 

classes and were designed as an extension of the skills learned in the laboratories. 

Students were required to complete these assignments individually outside of class. 

For example, one assignment required students to write a program using functions 

that reads into an array the name and grade point average (GPA) of an unknown 

number of students (maximum of 100 students). The program finds the average 

GPA and then prints the names of all students whose GPA is greater than the 

average. Programming assignments were graded using a researcher-developed 

rubric (see Appendix B). Each programming assignment was worth up to 15 points 

for a maximum of 45 points per session, which represented approximately 16% of 

students’ session grade. Copies of the programming assignments are also provided 

in Appendix B.

The programming assignments were assumed to be content valid because 

they were traditional in nature, based on CS 1 textbook programming exercises, 

and chosen to correspond with course objectives. Again, further content validity 

was provided by a second CS 1 instructor who reviewed the programming 

assignments. As was stated earlier, an inter-rater reliability coefficient of .93 was
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calculated for the two instructors who graded the laboratory exercises and 

programming assignments.

Unit Exams

The 14-week semester was divided into two 7-week sessions. The topics 

covered in each session are summarized in Table 3.5. Two researcher-prepared 

unit exams were administered during the middle and last week of each session: the 

first unit exam was given during Week, 4 the second during Week 7, the third 

during Week 11, and the last at the end of Week 14. The exams consisted of 

questions from test banks that accompanied the course textbook (Dietel & Dietel, 

2005) as well as two other popular CS 1 textbooks (Dale & Weems, 2004; Zak, 

2005). The exams consisted of multiple-choice questions and represented all levels 

of Bloom’s (1956) taxonomy. The unit exams were graded manually by the 

researcher and all questions were dichotomously scored.

The questions were presumed to be content valid because they were derived 

from textbook test banks. Additional attention to content validity was provided in ‘ 

two ways. First, as I developed the unit exams, I carefully weighed each selected 

item from the test bank relative to the course objectives. Second, my dissertation 

committee members (two of whom were computer science professors) reviewed the 

unit exams as a part of the proposal for this dissertation. Reliability indices for the 

four unit exams based on Kuder-Richardson-21 were respectively .74, .83, .70, and 

.82. Copies of the unit exams are provided in Appendix A.
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Session Topics

History of C++, C++.NET, intro to object technology, UML, parts of a C++ program, 
output statements, reserved words and identifiers, literals, constants, variables,

1 integers and strings, input statements, assignment statements, order of operations, 
standard library functions, functions, parameters, classes, objects, member functions, 
data members, set and get functions, constructors, algorithms, pseudocode, float and 
double types, equality and relational operators, logical operators, and selection 
statements.

Repetition statements, nested blocks, abbreviated assignment operators, case
2 statements, char, boolean, and string data type, break and continue statements, file 

I/O, functions with multiple parameters, scope, activation records and the call stack, 
one dimensional arrays, searching and sorting arrays, parallel arrays, two dimensional 
arrays.

Course Description

The ASU course, CS 317 (Computer Science 1 C++), and the UNA course, 

CS 155 (Computer Science I), were used in the study. These courses are 

representative of ACM’s (1979) CS 1 introductory undergraduate computer science 

course, which was later updated in the 2001 curricula guide (ACM, 2001). They 

are gateway courses for CS majors. The fundamentals taught in these courses 

provide the foundation for later studies. Based on the recommendations of the joint 

ACM and IEEE-CS computing committee recommendations, the respective CS 1 

courses at UNA and ASU provide students with an introduction to the theoretical 

foundations of computer science and to the constructs of the programming 

language C++. Topics covered in the courses include basic language constructs, 

procedural abstraction and structured programming, principles of software 

engineering, functions, structured data types, and an introduction to classes and
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object oriented programming. A copy of the respective catalog descriptions for the 

two courses is provided in Appendix C.

The prescribed textbook at both schools was Dietel and Dietel’s (2005), 

Small C++: How to Program (5th ed.), which was selected by faculty at each 

school and was in its 1st year of use at the colleges. The textbook’s chapters (and 

sections) that corresponded to the topics in CS 1 were:

Chapter 1: Introduction to Computers (entire)

Chapter 2: Introduction to C++ Programming (entire)

Chapter 3: Introduction to Classes and Objects (3.1-3.7)

Chapter 4: Control Statements Part I (entire)

Chapter 5: Control Statements Part II (entire)

Chapter 6: Functions and Introduction to Recursion (6.1-6.10, 6.12)

Chapter 7: Arrays (7.1-7.9)

Chapter 17: Using Files (17.1-17.5)

Traditionally, the manner in which this'course is taught is usually the 

prerogative of the instructor and has included many different implementations. For 

example, in past studies, this course has employed variations of class structures that 

include laboratory exercises as part of the class, independent of the class (e.g., a 4- 

hour course with 3 hours of class and a 1-hour lab), and as separate homework. In 

the current study, the manner in which the targeted classes were taught was 

specified by the research protocols.
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Procedures 

Research Methodology/Design

A counterbalanced repeated measures design involving intact classes of 

students was used in this study. In a repeated measures design, “all participants in 

a single group participate in all experimental treatments with each group becoming 

its own control. The researcher compares a group’s performance under one 

experimental treatment with its performance under another experimental treatment” 

(Creswell, 2005, p. 303). A repeated measures design eliminates the subject 

characteristics threat, which is the most difficult internal validity threat to control in 

education research studies, because students serve as their own control. It is also 

more powerful than completely randomized designs and far less subjects are 

needed for a study.

Repeated measures “designs also have potentially serious disadvantages, 

unless care is taken. When several treatments are involved, the order in which 

treatments are administered might make a difference in the subjects’ performance. 

Thus, it is important to counterbalance the order of the treatments” (Stevens, 2002, 

p. 495). When the order of treatments is counterbalanced, participants are placed in 

groups and each group experiences the treatments in a different order. This design 

was appropriate to the current study for three reasons: (1) there were a limited 

number of students; (2) only one section of the targeted course was offered per
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term; and (3) the section could not be divided into experimental and control groups, 

thus rendering an experimental design inapplicable.

The 14-week Fall 2006 term at UNA was divided into two 7-week sessions. 

A single intact group of UNA students taking CS 155 during the term was 

administered two separate treatments, one each session. The first treatment 

involved restructuring the class to include an open laboratory; this was conducted 

during the first half of the term. The second treatment involved restructuring the 

class to include a closed laboratory; this was conducted during the last half of the 

term. This implementation protocol was repeated with a second intact group of 

UNA students during the Spring 2007 term. In this second implementation the 

class restructuring was reversed; that is, the closed laboratory-based class structure 

was conducted during the first half of the semester and the open laboratory-based 

class structure was conducted during the second half of the semester. During each 

session students were administered two unit exams, participated in 15 labs, and 

completed three programming assignments (see Table 3.4). This experiment was 

also conducted concurrently at ASU with intact groups of students taking CS 317 

during the fall and spring terms, respectively. At ASU, however, the treatment 

protocols were reversed relative to the order in which they were implemented at 

UNA. A summary of the implementation schedule is given in Table 3.6.
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Table 3.6
Treatment Implementation Schedule

UNA ASU
Semester

Session 1 Session 2 Session 1 Session 2

Fall Open Lab Closed Lab Closed Lab Open Lab

Spring Closed Lab Open Lab Open Lab Closed Lab

Note. Each session was 7 weeks long.

Study Implementation

As noted previously, the purpose of this study was to assess the effect of 

classroom restructuring on student achievement in an introductory computer 

science course and on their attitudes toward computers and computer courses. 

Classroom restructuring involved incorporating a closed or open laboratory. These 

two restructuring formats represented the two treatment conditions and involved a 

repeated measures design in which a single group of students was exposed to both 

treatments. Prior to the implementing this study, pilot studies were conducted 

during Summer 2006 at UNA and at ASU. During the pilot studies all assessment 

protocols (i.e., unit exams, lab and programming assignments, and corresponding 

rubrics) were administered and reviewed for validity and reliability purposes as 

well as for implementation issues. Results from the pilot studies were used to make 

minor adjustments in the assessment protocols and the design and implementation 

of the final study. For example, the lab assignments were modified to include 

additional instructions because during the open lab-based class structure session, 

students needed very detailed instructions in order to complete the assignments.

108

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

As noted in the foregoing paragraph the final study was conducted during 

the 2006-2007 academic year and involved intact groups from UNA and ASU 

during the fall and spring terms. All treatment conditions were implemented in 

special classrooms that were designed to double as both a lecture room and a 

computer laboratory. The rooms contained a whiteboard, a teacher-controlled 

computer with a computer projection system, and individual student computers. At 

UNA there were 18 student computers, which were networked with the teacher- 

controlled computer. At ASU there were 24 student computers, however only 18 

were functional. All programming was done in C++ on IBM compatible 

microcomputers using Microsoft’s Windows XP operating system. This was the 

default language and hardware platform at the targeted universities. Diagrams of 

the respective classroom setups are located in Appendix C. The same classrooms 

were used for each of the two different classroom structures. Given the sample 

sizes of the UNA classes, a 1:1 student-computer ratio was not possible. This is 

noted below as part of the discussion.

Closed Laboratory-Based Class (Treatment)

The closed lab-based class structure consisted of two parts, lecture and 

laboratory. At UNA, three 50-minute class periods per week were equally divided 

between lecture and lab: the first 25 minutes consisted of lecture and the remaining 

25 minutes consisted of lab. At ASU, a single 150-minute class period was equally 

divided between lecture and lab. The lecture consisted of a multimedia
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presentation of the targeted concept. During the laboratory period, students worked 

individually or in pairs at their own pace on the assigned lab and the classroom 

instructor was available for assistance. A different lab was assigned to students 

during each class session except for review classes and days in which the 

assessment protocols were administered. Thus, there were a total of 15 lab 

assignments per session. Table C.l in Appendix C contains the schedule in which 

these assignments were given.

As described earlier in the Instrumentation section, laboratory assignments 

consisted of a purpose statement, a reading component, a lab programming exercise 

that involved students writing a short piece of code, and a post-lab. The labs were 

available online and were provided to students in hard-copy form. Students were 

expected to complete the reading component prior to the lab period, the lab 

programming exercise during the lab period, and the post-lab before the next class 

period. Students were not penalized if they did not complete the lab programming 

exercise during the lab period but were required to provide copies of completed 

code at the next class period. Appendix B contains copies of the actual lab 

assignments.

Open Laboratory-Based Class (Control)

The open lab-based class structure was a traditional lecture class with 

outside laboratory assignments. Thus, unlike the closed lab-based treatment 

condition, there was no separate lab component integrated into the instructional
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period. Instead, students completed the laboratory assignments outside of class at 

their convenience with no instructor supervision. These laboratory assignments 

were exactly the same as those given in the closed lab structure and were made 

available to the students in exactly the same manner. A final difference between the 

class structures was that students in the open lab-based class were permitted to use 

their own personal computers or those provided by the university in on-campus 

computer laboratories.

As was the case with the closed lab structure, there were three 50-minute 

class periods per week at UNA and one 150-minute class meeting per week at 

ASU. Time was allotted at the beginning of each class period to discuss the 

laboratory assignment from the previous class and the reading assignment for the 

current class. This was then followed by the lecture, which consisted of the same 

multimedia presentation used in the closed lab structure. Any remaining class time 

was devoted to a question and answer session. Students were required to submit, by 

the beginning of the next class period, hard or soft copies of revised or completed 

lab program exercises along with post-labs.

Human Subjects Research Issues 

The implementation of the study involved human subjects. As such, I 

followed the ethical principles of human subject research, including providing 

subjects with informed consent forms, ensuring that participants remained 

anonymous, and maintaining the confidentiality of the research data. As part of
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this effort, I received approval from the Institutional Review Board for Human 

Subjects (IRB) at UNA, ASU, and Florida Institute of Technology. Copies of the 

applications, consent form, and approval notices are given in Appendix D.

Threats to Internal Validity 

Threats to internal validity are an important consideration in experimental 

studies because the presence of such threats may lead to study results being 

influenced by unknown variables other than those targeted by the researcher. 

Twelve threats to internal validity are described by Fraenkel and Wallen (2003) and 

well-designed studies should take these threats into consideration. Although a 

repeated measures design study provides control over many of these threats, it is 

still important to consider all of them. As a result, a description of each threat, the 

manner in which each threat might have affected the study, and what was done to 

minimize or control the effects of applicable threats is discussed.

Subject Characteristics

The possibility that subjects in a study might differ in unknown and 

unintended ways that are related to the study’s dependent variables is called a 

subject characteristic threat or selection bias. Subject characteristics related to this 

study included gender, mathematics background, previous computer programming 

education, learning styles, and attitudes toward computers and computer courses. 

Given the research design of this study, namely, repeated measures, this threat was 

not applicable because subjects served as their own control (Creswell, 2005).
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Nevertheless, data were collected on these student attributes and were incorporated 

into the study as predictor variables.

Mortality

The loss of subjects during the implementation of a study is called a 

mortality threat. This occurs when participants drop out of a study or when they 

fail to complete all of the study’s assessment protocols. This loss of data can lead 

to bias in the results, limited generalizability, and a reduction in statistical power. 

Prior to implementing the study, mortality was initially a concern because of the 

traditionally high dropout rate for CS 1; however, this threat was not applicable 

because a repeated measures design was used. Nevertheless, two actions were 

taken to mitigate the mortality threat: I acquired as large a sample as possible by 

using two universities, and I reported the dropout rate.

Location

When the location at which a study takes place affects the results of the 

study, a location threat occurs. Differences in the facilities and resources used in a 

study can affect the results. For example, if one group is administered a test at 

home over a computer network while another group takes the same test with pencil 

and paper in a classroom, a significant portion of the difference in test scores could 

be due to location. In this study there was a potential for a location threat because 

two different schools were used. This was partially mitigated by using nearly 

identical classrooms at both schools, and by assigning a variable to represent school
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location to statistically measure any location effect. A separate issue was the 

problematic nature of the open lab-based class structure because students were free 

to complete assignments at different locations. However, this was not considered a 

threat because this classroom structure is the traditional way in which labs are 

assigned and was regarded as the control condition.

Instrumentation

When there is a change in the instruments used in the study or the reliability 

of an instrument is in question an instrumentation threat exists. An instrumentation 

threat can be the result of instrument decay, data collector characteristics, or data 

collector bias.

Instrument decay. Instrument decay occurs when an instrument is 

modified during a study or there is a change in scoring during the study. Change in 

scoring often exists when the instrument is long or difficult to score, which can 

result in scorer fatigue. Decay was not applicable in this study because there was 

no modification of the instruments and a scoring rubric was used for all the 

assessment protocols. Furthermore, the main achievement instrument was 

dichotomously scored, and the lab and programming assignments were scored by 

two people and had an inter-scorer reliability of .93.

Data collector characteristics. Data collector characteristics include age, 

gender, nationality, and research experience. From a procedural perspective, if two 

or more data collectors are used it is possible for their characteristics to affect study
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results. For example, student participants are usually more comfortable when 

interviewed by a person of their gender and may give more information. In this 

study, although there were three different instructors, only two were involved in 

data collection procedures. I collected all data from UNA as well as the data from 

the fall term at ASU; the ASU instructor for the spring term, however, collected the 

data herself. Thus, a data collector characteristic threat was possible. To control 

for this threat, data collection procedures were monitored by the researcher. This 

monitoring included email communications between the spring term ASU 

instructor and me about proper data collection procedures; I also personally visited 

the ASU campus twice to administer study instruments and to insure that proper 

protocols were followed. This threat was further mitigated because the ASU 

instructor and I shared similar personological and academic characteristics, 

including gender, age, level of education, and employment status at our respective 

schools.

Data collector bias. Data collector bias refers to data collectors’ or scorers’ 

approaches or attitudes toward the research due to their knowledge about the 

study’s hypotheses. Data collector bias can affect results by the unconscious 

attitudes of the collector. In this study there was a potential for data collector bias 

on the researcher’s part only because the fall term ASU instructor did not collect 

data and the spring term ASU instructor did not have enough information about the
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research to form a bias. This threat was partially controlled by following 

standardized data collection procedures and scoring.

Testing

When a study includes the use of a pre-assessment, a testing threat exists if 

the results on the post-assessment are affected by the practice of taking the pre­

assessment. In this study, no pre-assessments were used and hence, there was no 

testing threat.

History

When the results of a study are influenced by unexpected events that occur 

during the course of the study, a history threat exists. For example, a study on 

attitudes toward science could be impacted if during the intervention a NASA 

mission to the moon occurred. The only potential history threat in the current study 

was related to the health of two instructors. The fall term ASU instructor had a 

heart attack during the 12th week of classes, and I had pneumonia during the 6th 

week of the spring term. This resulted in the ASU instructor missing one class and 

I missing two classes. This was not considered a concern because all students 

during the same semester at the same school experienced the same history effects, 

which helped control the impact of this threat.

Maturation

When subjects change during a study due to the passage of time a 

maturation threat exists. Due to the age of the students and the short duration of the
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study, 1 semester, this threat was not a concern. Furthermore, the repeated 

measures design is not affected by this threat (Creswell, 2005).

Subject Attitude

The attitudes of subjects toward their participation in a study can influence 

the results of a study. This threat can be characterized in two ways: when the 

reaction of subjects in a study is different to those who are not a part of the study 

(called the Hawthorne effect), or when there is a difference in reaction between 

groups in a study (called the novelty effect). To control for this threat, attitudes 

were assessed as part of the study. Furthermore, the nature of the research design 

(repeated measures) enabled all subjects to experience both treatments, which also 

helped control for this threat.

Regression

When the students used in a study have extremely low or high pre-treatment 

performance, there exists the possibility that post-treatment scores will change due 

to the tendency of scores to regress toward the mean rather than the effects of the 

study treatments. Thus, a group scoring extremely low or high on a pretest will 

likely score closer to the class mean on the posttest. The repeated measures design 

is not affected by this threat (Creswell, 2005).

Implementation

When one group (treatment or control) is treated in ways that are not part of 

the study but may be advantageous to that group, an implementation threat exists.
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Because only a single group was used and all participants were exposed to all 

treatments, this threat was not applicable. However, because of this study’s design 

(i.e., repeated measures), it was possible for a context effect to be present. A 

context effect refers to the degree to which participants’ perception of a particular 

phenomenon in a given context is altered in another context. Greenwald (1976) 

identified three context effects related to a study’s implementation: practice, 

sensitization, carry-over. Practice effects occur when performance on a skill 

improves with practice. This can be controlled by providing extensive practice 

prior to the beginning of the experiment. Sensitization effects occur when 

participants, exposed to several treatments, form hypotheses about treatment effects 

and respond to those hypotheses. This can be controlled by camouflaging the 

differences in treatments. Carry-over effects can occur when one treatment 

influences a subsequent treatment. This can be controlled or minimized by 

counterbalancing the sequence of treatments and providing sufficient time for the 

effects of one treatment to be reduced prior to beginning the next treatment. Given 

the nature of the study, all of the suggested approaches were not possible, however 

the sequence of treatments was counterbalanced and a 1-week review and testing 

period was placed between sessions, which helped reduce carry-over effects.

Treatment Verification and Fidelity 

Treatment verification consists of the steps taken by a researcher to confirm 

that a study was implemented as planned. It is needed in order to provide for
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validity and generalizability of study results and is the responsibility of the 

researcher. In the context of this study, treatment verification involved insuring 

that instructors implemented the correct class structures (i.e., open or closed lab- 

based) according to schedule, and that all lab assignments, programming 

assignments, and unit exams were administered. The following verification 

methods were used to ensure treatment fidelity: (1)1 prepared a lesson schedule for 

each semester and school, (2) I prepared PowerPoint presentations on which all 

lectures were based, and (3) I conducted systematic classroom observations to 

confirm treatment fidelity. Because of concern over possible digressions from 

study protocols at ASU, I also performed statistical analyses using the data from 

both schools and on the data from UNA only. Identical conclusions resulted from 

both sets of analyses and thus the decision was made to include the ASU data. This 

is discussed further in Chapter 4 (see Table 4.14).

Data Analysis

There were three sets of independent variables for this study: Set A, student 

attributes, consisted of gender, previous computer programming education, math 

background, and learning style; Set B, academic attributes, consisted of school and 

semester variables, which also captured instructor effects; and Set C, classroom 

treatment + subjects, consisted of the classroom treatment variable (i.e., open or 

closed lab-based class structure) and two variables that were used to accommodate 

the repeated measures analysis: the sum of each subject’s achievement on the
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closed lab-based class and the open lab-based class (i.e., the sum of scores acquired 

from each repeated performance), and the sum of each subject’s attitude at the 

conclusion of the closed lab-based class and the open lab-based class. The 

dependent measures were students’ attitudes and achievement. The variables’ data 

type and description are summarized in Table 3.7, and descriptive statistics 

involving these variables are summarized and discussed in table and narrative 

forms in Chapter 4.

The primary inferential statistical strategy used to test the study’s 

hypotheses was multivariate analysis of variance (MANOVA) via hierarchical 

multiple regression. MANOVA is an omnibus strategy used for analyzing data 

involving multiple dependent measures. It provides a means for controlling Type I 

and Type II error rates for studies with multiple independent and multiple 

dependent variables. The results of inferential statistics are provided in Chapter 4.
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Table 3.7
Characteristics o f  the Variables

Variable Measurement/Meaning

Set D (Dependent Variables)
Y\ = Session Achievement Total achievement points at end of Session
Y2 = Session Attitude Scores on ACCC at end of Session

Set A (Student Attributes)
Xi = Gender3
X 2 = Previous Computer Programming Previous computer programming course

Educationb
Mi = Math Background-lc Trigonometry vs. College Algebra
M2 = Math Background-20 Calculus I vs. College Algebra
M2 = Math Background-3c Above Calculus I vs. College Algebra
Ly = Learning Style-ld Accommodators vs. Convergers
L2 = Learning Style-2d Assimilators vs. Convergers
I 3 = Learning Style-3d Divergers vs. Convergers

Set B (Academic Attributes)
Si = School/Semester-le UNA vs. ASU
S2 = School/Semester-2' Fall vs. Spring Semester
S3 = School/Semester-3' Interaction of School and Semester

Set C (Treatment + Subjects)
Xy = Treatment Closed lab structure vs. Open lab structure
S7j = Subjects Total-lg Sum of points for both sessions
ST2 = Subjects Total-2h Sum of scores on ACCC for both sessions

Note. “Gender was dummy coded with females as the reference group. bPrevious Computer 
Programming Education was dummy coded with no previous computer programming course as the 
reference group. cMath Background-1, Math Background-2, and Math Background-3 = dummy- 
coded factors representing respectively, Trigonometry, Calculus I, or Above Calculus I as the 
highest level of math course attained, with College Algebra (or its equivalent) as the reference 
group. dLeaming Style-1, Learning Style-2, and Learning Style-3 = dummy-coded factors 
representing respectively Kolb’s (2005) learning styles of Accommodators, Assimilators, and 
Divergers, with Convergers as the reference group. “School/Semester-1, School/Semester-2, and 
School/Semester-3 are contrast coded variables representing respectively UNA vs. ASU, Fall vs. 
Spring, and the interaction between school and term. ^Treatment = dummy-coded factors 
representing the two class structures, Open lab vs. Closed lab, with Open lab as the reference group. 
BSTi = the sum of each subject’s achievement on the closed lab-based class and the open lab-based 
class (i.e., the sum of scores acquired from each repeated performance). hST2 = The sum of each 
subject’s attitude at the conclusion of the closed lab-based class and the open lab-based class.
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CHAPTER 4 

RESULTS 

Introduction

This chapter is presented in three sections. The first section provides 

descriptive statistics for the sample relative to data acquired from the study’s 

assessment protocols, including the achievement instruments (lab assignments, 

programming assignments, and unit exams), Newby and Fisher’s (1997) Attitudes 

toward Computers and Computer Courses (ACCC) instrument, and Kolb’s (2005) 

Learning Style Inventory-Version 3.1. The second section contains inferential 

statistics results from data analysis corresponding to the study’s design (i.e., 

repeated measures). The final section contains results from testing the study’s 

research hypotheses.

Descriptive Statistics 

Overview

In this section, a summary of the data corresponding to the study’s 

instruments is reported. This includes the results of students’ learning styles, 

achievement, and attitudes toward computers and computer courses. Other student 

demographics such as gender, previous math experience, and previous computer 

programming education were provided in Chapter 3 (see Table 3.1). Teacher 

attribute data such as gender, age, years teaching, and employment status (i.e., full­

time vs. part-time) also were provided in Chapter 3 (see Table 3.2).

122

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Kolb’s Learning Style Inventory

As discussed in Chapter 3, Kolb’s (2005) Learning Style Inventory-Version 

3.1 (KLSI-3.1) was used to determine participants’ learning styles. The KLSI-3.1 

contains a series of 12 incomplete sentences followed by four possible ending 

phrases, and responses are used to place students into one of four categories of 

basic learning styles: accommodators, assimilators, convergers, or divergers. 

Accommodators rely on active experimentation and concrete experience to learn, 

assimilators learn through reflective observation and abstract conceptualization, 

convergers learn through the use of active experimentation and abstract 

conceptualization, and divergers learn primarily through reflective observation and 

concrete experience. A summary of students’ learning styles is given in Table 4.1.

As can be seen from Table 4.1, o f the 71 students who participated in the 

study, the majority were either convergers (n = 31) or assimilators (n =  22). This 

trend was consistent across both schools and for both semesters (UNA: «iotai= 45, 

«con = 20, «Assim = 12; ASU: «Totai = 26, neon =11,  MAssim = 10). Relative to the other 

two learning styles, the number o f  divergers (n= 10) and accommodators (n = 8) 

was nearly the same. Interestingly, there were twice as many divergers as 

accommodators during the fall term at each school but this trend was reversed 

during the spring term (UNA: «Div-Faii = 5, «con-Faii = 2; «Div-sPrmg = 2, «con-sPring = 4; 

ASU: HDiv-Faii = 2, Wcon-Faii = 1; «Div-Spring = 1, «con-sPring = 1). However, given the
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Table 4.1
Summary o f Students ’ Learning Styles from Kolb's (2005) Learning Styles Inventory- 
Version 3.1

School/Term
ACC

Learning Style8 

ASSIM CON DIV
OverallN % N % N % N %

UNA
Fall 2 7.7 8 30.8 11 42.3 5 19.2 26
Spring 4 21.1 4 21.1 9 47.3 2 10.5 19
Total 6 13.3 12 26.7 20 44.4 7 15.6 45

ASU
Fall 1 6.7 8 53.3 4 26.7 2 13.3 15
Spring 1 9.1 2 18.2 7 63.6 1 9.1 11
Total 2 7.7 10 26.7 11 42.3 3 11.5 26

Overall
Fall 3 7.3 16 39.0 15 36.6 7 17.1 41
Spring 5 16.7 6 20.0 16 53.3 3 10.0 30
Total 8 11.3 22 31.3 31 43.7 10 14.1 71

Note. N=  71.
“The four learning styles are: ACC = Accommodators, who rely on active 
experimentation and concrete experience to learn; ASSIM = Assimilators, who learn 
through reflective observation and abstract conceptualization; CON = Convergers, who 
learn through the use of active experimentation and abstract conceptualization; and 
DIV = Divergers, who learn primarily through reflective observation and concrete 
experience.

relatively small sample sizes for these groups, any conclusions about this trend 

should be made with prudence.

Achievement

Student achievement scores were based on several researcher-developed

assessments, including laboratory assignments, programming assignments, and unit

exams. There were 15 laboratory assignments per session (open vs. closed lab-

based) for a total of 30 overall. Each laboratory assignment was scored using the

score card located in Appendix B. The three programming assignments per session

were scored using the rubric in Appendix B. Two unit exams per session contained
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a varying number of dichotomously scored questions. Points per session were the 

sum of laboratory points (maximum of 30), programming assignment points 

(maximum of 45) and points scored on each of the two unit exams (maximum of 

200). The upper limit of points per session was 275 with upper scores indicating 

higher achievement. Tables 4.2A and 4.2B contain a summary of achievement 

means and ranges by school (Table 4.2A) and semester (Table 4.2B). As can be 

seen from Table 4.2A, students’ overall mean achievement in the closed lab-based 

class (M= 207.3) was slightly higher than that of the students in the open lab-based 

class (M= 204.6), and there was considerably less variability in the scores for the 

closed lab-based class (Range = 93-275) compared to the open lab-based class 

(Range =73-275). Comparing schools overall, UNA students’ mean achievement 

was slightly higher than ASU students’ mean achievement, but there was much 

greater variability in the UNA students’ achievement scores (UNA: M=  207.4, 

Range = 73-275; ASU: M=  203.4, Range = 126-271). Comparing semesters 

overall (Table 4.2B), students in the fall term had a slightly higher mean 

achievement than those in the spring term, and there was considerably less 

variability in their scores (Fall: M =  208.1, Range = 93-275; Spring: M=  202.1, 

Range -  73-275). As shown in Table 4.3, these achievement differences between 

schools and between semesters were not significant. These results confirmed group 

equivalency relative to the study’s primary dependent measure (i.e., achievement).
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Table 4.2A

Achievement Results by School Location

UNA ASU Overall

Session N M Range N M Range N M Range

Open 45 202.1 73-275 26 208.9 160-271 71 204.6 73-275

Closed 45 212.6 93-275 26 198.0 126-268 71 207.3 93-275

Overall 90 207.4 73-275 52 203.4 126-271 142 205.9 73-275

Note. Total sample size = 71 but data were coded for two repeated measures using 
criterion scaling via a multiple regression analysis strategy; thus, N  = 142. Achievement 
was based on three separate researcher-constructed instruments. Scores reported reflect the 
total number of points earned; total possible points were 275.

Table 4.2B

Achievement Results by Semester

Fall Spring Overall
Session N M Range N M Range N M Range

Open 41 213.2 125-275 30 192.9 73-271 71 204.6 73-275

Closed 41 204.3 93-275 30 211.3 126-275 71 207.3 93-275

Overall 82 208.1 93-275 60 202.1 73-275 142 205.9 73-275

Note. Total sample size = 71 but data were coded for two repeated measures using 
criterion scaling via a multiple regression analysis strategy; thus, N  = 142. Achievement 
was based on three separate researcher-constructed instruments. Scores reported reflect the 
total number of points earned; total possible points were 275.

Table 4.3

t Test Comparisons o f UNA vs. ASU and Fall vs. Spring Relative 
to Achievement and Attitude

Achievement Attitude8

t (140) p t  (140) p

UNA (A =90) 
vs.

ASU (A =52)
-  0.478 .6334 0.782 .4356

Fall (A =82)
vs.

Spring (A = 60)
-  0.822 .4123 -  1.818 .0712

Note. “Attitude data had one outlier that was replaced with 
overall attitude mean.
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Attitude

Attitude scores were acquired from Newby and Fisher’s (1991) Attitude 

towards Computers and Computer Courses. There were 28 items scored on a 5- 

point Likert scale ranging from 1 = Strongly Disagree to 5 = Strongly Agree. Thus, 

scores could range from 28 to 140, with higher scores indicating more positive 

attitudes or perception. A summary of the attitude data is provided in Tables 4.4 A, 

4.4B, 4.5, and 4.6.

As can be seen from Table 4.4A, students’ overall mean attitudes in the 

open lab-based class was slightly higher than the mean attitudes of the students in 

the closed lab-based class, but the variability of these scores was also higher for 

students in the open lab-based class than for the closed lab-based class (Open: M =

114.3, Range = 52-140; Closed: M = 113.5, Range = 83-140). Comparing schools 

overall, ASU students’ mean attitude was slightly higher than UNA students’ mean 

attitude, and the variability was also lower (ASU: M = 115.6, Range = 81-140; 

UNA: M =  113.3, Range = 52-140). Comparing semesters overall (Table 4.4B), 

students in the fall term had a more positive attitude than those in the spring term, 

and there was less variability in their attitude scores (Fall: M=  116.8, Range = 83- 

MO; Spring: M =  111.4, Range = 52-140). As noted in Table 4.3 above, when a 

single outlier from the spring UNA group was either removed or replaced with the 

overall mean, differences in attitude scores between schools and between terms
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Table 4.4A

Attitude Results by School Location

UNA ASU Overall

Session N M Range N M Range N M Range

Open 45 111.8 52-140 26 116.5 81-140 71 114.3 52-140

Closed 45 114.9 83-140 26 114.9 84-139 71 113.5 83-140

Overall 90 113.3 52-140 52 115.6 81-140 142 113.5 52-140

Note. Total sample size = 71 but data were coded for two repeated measures using 
criterion scaling via a multiple regression analysis strategy; thus, N=  142. Attitudes were 
assessed by the Attitude towards Computers and Computer Courses instrument (Newby & 
Fisher, 1997), which is a 28-item Likert-scale. Scores could range from 28 to 140; higher 
scores reflect more positive attitudes.

Table 4.4B

Attitude Results by Semester

Fall Spring Overall

Session N M Range N M Range N M Range

Open 41 117.3 83-140 30 111.4 52-140 71 114.3 52-140

Closed 41 116.2 83-140 30 111.3 84-140 71 113.5 83-140

Overall 82 116.8 83-140 60 111.4 52-140 142 113.5 52-140

Note. Total sample size = 71 but data were coded for two repeated measures using 
criterion scaling via a multiple regression analysis strategy; thus, N  = 142. Attitudes were 
assessed by the Attitude towards Computers and Computer Courses instrument (Newby & 
Fisher, 1997), which is a 28-item Likert-scale. Scores could range from 28 to 140; higher 
scores reflect more positive attitudes.

were not significant. These results confirmed group equivalency relative to the 

study’s second dependent measure (i.e., attitudes).

Table 4.5 contains an item analysis of students’ responses to the 28 items 

from the ACCC. The mean and standard deviations are based on overall responses 

for the items, which were scored on a Likert scale ranging from 1 = Strongly 

Disagree to 5 = Strongly Agree. As can be seen from this table there was very little
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Table 4.5
Summary o f Results o f Student Attitude towards Computers and Computer Courses

Statement8
Openb Closed0

M SD M SD
1 .1 do not think I will ever use what I learned in this class. 2.1 1.2 2.1 1.1
2 .1 feel comfortable when a conversation turns to computers. 3.9 1.0 3.8 1.0
3. Studying about computers is a waste of time. 1.4 0.7 1.5 0.8
4. It is fun to find out how computer systems work. 3.9 1.2 3.8 1.1
5. This class is providing me with skills I expect to use in the

future. 4.0 1.1 4.0 1.0
6 .1 feel at ease when I am around computers. 4.0 1.1 4.0 1.0
7. My future career will require a knowledge of computers. 4.4 0.8 4.3 0.9
8 .1 enjoy using a computer. 4.4 0.9 4.4 0.8
9. This class is increasing my technical skills. 4.2 0.8 4.2 0.7

10. Working with a computer makes me very nervous. 1.9 1.1 1.9 1.0
11.1 cannot imagine getting a job that does not involve using

computers. 4.0 1.2 3.9 1.1
12.1 think working with computers would be enjoyable and

stimulating. 3.8 1.1 3.9 1.0
13.1 am gaining few useful skills from this class. 2.8 1.3 2.9 1.3
14.1 get a sinking feeling when I think about trying to use a

computer. 1.8 1.0 1.8 1.0
15. Computers are an important factor in the success of a business. 4.4 0.9 4.4 0.8
16. The challenge of solving problems using a computer does not

appeal to me. 2.3 1.1 2.4 1.1
17. The skills gained in this class are too specific to be generally

useful in the future. 2.4 1.1 2.5 1.1
18. Computers make me feel uncomfortable. 1.7 0.9 1.8 1.1
19. The use of computers will increase in the future. 4.7 0.5 4.7 0.6
2 0 .1 would like to work with computers. 4.1 1.0 4.0 0.9
21. This class is helping develop my problem-solving skills. 4.0 1.0 4.0 0.8
22. Computers make me feel uneasy and confused. 1.8 1.0 1.9 1.0
23. All college students need a course about using computers. 4.2 0.8 4.3 0.8
2 4 .1 enjoy learning on a computer. 4.1 0.9 4.1 0.9
25. As a result of this class I feel confident about tackling

unfamiliar problems involving computers. 3.6 1.1 3.7 0.9
2 6 .1 feel aggressive and hostile towards computers. 1.9 1.0 2.0 1.1
27. Knowledge of the use of computers will help me get a job. 4.4 0.6 4.4 0.7
28. Learning about computers is boring. 1.8 0.9 1.7 1.0

Note. N = l \ .  Attitudes were measured using Newby and Fisher’s (1997) Attitude towards 
Computers and Computer Courses (ACCC) instrument, which used a Likert-scale of 1 = Strongly 
Disagree to 5 = Strongly Agree. Attitude scores ranged from 28 to 140 with higher numbers 
reflecting more positive attitudes.
“Statements 2, 6, 10, 14, 18, 22, 26 measured “anxiety”; Statements 4, 8, 12, 16,20, 24, 28 
measured “enjoyment”; Statements 3, 7, 11, 15, 19,23, 27 measured “perceived usefulness of 
computers”; and Statements 1, 5, 9, 13, 17, 21,25 measured “perceived usefulness of course.” 
Statements 1 ,3 ,10 ,13 ,14 , 16-18,22,26,28 were negatively worded but results shown in table do 
not reflect reverse scoring. bOpen refers to students’ attitudes assessed at the end of the open lab- 
based class. ‘Closed refers to students’ attitudes assessed at the end of the closed lab-based class.
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difference between the mean attitude scores for the open and closed lab-based 

classes relative to each item. Students’ overall attitudes did not change during the 

course of this study: they had generally positive attitudes toward computers and 

computer courses and with few exceptions, their attitudes were positive over the 

entire term irrespective of the type of class structure or their success or failure in 

the course.

The highest positive score on the attitude scale, on average, was in 

agreement with Statement 19: “The use of computers will increase in the future” 

(Mboth= 4.7). Students also were inclined to agree with Statements 7, 8, 15, and 27: 

“My future career will require a knowledge of computers” ( M o Pen=  4.4, M cio sed  =  

4.3), “I enjoy using a computer” (M b 0th=  4.4), “Computers are an important factor 

in the success of a business” ( M b 0th =  4.4), and “Knowledge of the use of computers 

will help me get a job” (M b 0th=  4.4). Students tended to strongly disagree with 

Statements 3, 22, and 28: “Studying about computers is a waste of time” ( M o pen=

1.4, M ciosed  = 1-5), “Computers make me feel uncomfortable” ( M o pen =  1-8, M c io s e d =

1.9), and “Learning about computers is boring” ( M o Pe n =  1.8, M ciosed  = 1-7). 

However, because these statements were negatively worded, these low scores 

actually reflect a higher positive attitude when they are reversed scored for analysis 

purposes. It is also interesting to note that there were very few items on which 

students were “neutral” (Likert score of 3). The only item that stands out is 

Statement 13, “I am gaining few useful skills from this class” ( M o pen =  2.8, M cio sed  =
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2.9). Even though this was a negatively worded question, when reversed score the 

mean response was still around 3, indicating a neutral attitude.

Table 4.6 provides additional information relative to the four subscales of 

the ACCC: anxiety, enjoyment, perceived usefulness of computers, and perceived 

usefulness of course. As can be seen from this table the mean attitude score on 

each of the subscales was identical for the open lab-based class session and the 

closed lab-based session. An interesting result was the comparison of the scores 

between the two perceived usefulness subscales. Although the perceived 

usefulness of computers subscale had the highest mean of the four subscales 

(M= 4.4), the perceived usefulness of course subscale had the lowest mean (M= 

3.8) among the four subscales. Nonetheless, the means of all four subscales were 

near 4, indicating that students had a highly positive attitude relative to each 

subscale irrespective of the type of class structure (open lab-based vs. closed lab- 

based).

Inferential Statistics 

Overview

The purpose of this study was to assess the effect of classroom restructuring 

on student achievement in a lst-year computer science course (CS1) and on their 

attitudes toward computers and computer courses. Functional sets were used to 

represent the multiple dependent and independent variables of this study. Set A was 

the set of student attributes and consisted of dummy-coded variables X\ = gender
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Table 4.6
Students ’ Mean Subscales Scores for Attitude towards 
Computers and Computer Courses

Group A E

Subscales8

PU-Comp PU-Crs Overall

Open lab 4.1 4.0 4.4 3.8 4.1

Closed lab 4.1 4.0 4.4 3.8 4.1

Overall 4.1 4.0 4.4 3.8 4.1

Note. N  = 71. Attitudes were measured using Newby and 
Fisher’s (1997) Attitude towards Computers and Computer 
Courses (ACCC) instrument, which was based on a Likert- 
scale of 1 = Strongly Disagree to 5 = Strongly Agree.
“The subscales consisted of A = anxiety, E = enjoyment, 
PU-Comp = perceived usefulness of computers, PU-Crs = 
perceived usefulness of course.

and Xz = previous computer programming course; the dummy-coded math 

background variables M\ = Math-1 (Trigonometry), Mi = Math-2 (Calculus I),

Mj, = Math-3 (Above Calculus I), with College Algebra (or its equivalent) as the

reference group; and the dummy-coded learning styles variables L\ = Learning
\

Style-1 (Accommodators), Li = Learning Style-2 (Assimilators), and Li = Learning

Style-3 (Divergers), with Convergers as the reference group: Set B contained

contrast coded variables for academic characteristics: S\ = School, Sz = Term, and

Si = the interaction between Term and School. Set C was the set of subject and

treatment factors and consisted of A3 = treatment, and the two criterion-scaled

variables: ST\ = sum of each student’s achievement scores and STi = sum of each

student’s attitude scores, which were used as part of the repeated measures analysis.

Finally, Set D, the dependent variable set, consisted of 7i = achievement scores and

Yi = attitude scores. Set membership is summarized in Chapter 3 (see Table 3.7).
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The statistical strategy used to analyze the study’s data was multivariate

analysis of variance (MANOVA) via a hierarchical multiple regression approach.

MANOVA is an omnibus strategy used for analyzing data involving multiple

dependent measures. Given the nature of this study’s research design (i.e., within-

subjects repeated measures), criterion scaling was used to facilitate data analysis.

This involved maintaining a separate set of data for each repeated performance for

each student. According to Cohen and Cohen (1983, p. 428):

There is another class of research designs in which each of 

the n subjects gives rise to a Y  observation under each of c 

(> 1) different conditions (C). The data layout has n rows, c 

columns, and hence a total of N= nc Y observations.

As a result, given n = l \  subjects and c = 2 treatments, data analysis for this study

was based on a total of V = 71 x 2 = 142 observations.

Preliminary Analysis

Several preliminary analyses were conducted prior to testing the study’s

hypotheses to make certain the data set was proper and “clean.” These analyses

included missing data analysis, outlier analysis, and regression assumptions

analysis.

Missing Data Analysis

Missing data, an essential consideration in any research study, can arise in 

two ways: missing values on variables resulting from mortality, and missing values 

on independent variables due to incomplete or contradictory responses on data
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collection instruments. At the beginning of the fall and spring terms, data were

collected from a total of 91 students when the ACCC instrument was administered.

At the end of the fall and spring terms a total of 71 students completed all study

protocols; the remaining 20 students (22%) either dropped the course or did not

complete all instruments. According to Cohen et al. (2003, p. 433):

When the pattern of missing data is such that they occur 

exclusively for a proportion of subjects (Pa), the analyst may 

opt to drop these subjects and perform the analysis on the 

remainder of the sample, a practice called list-wise deletion in 

computer programs. If P a is small enough and the n is large 

enough there can hardly be a material difference between the 

results obtained with these subjects dropped and those which 

would have been obtained from all cases.

In the current study, the percentage of students with missing data was high 

(22%) and the overall initial sample size was relatively small (N= 91) and hence, 

Cohen et al.’s (2003) guidelines for implementing a list-wise deletion strategy were 

not met. However, because these 20 students either dropped the course or did not 

complete all assessment protocols, maintaining their presence in the data set or 

imputing missing data values was also not appropriate. To help inform the decision 

of whether to drop or not drop the 20 students from whom data were missing, two 

additional considerations were made. The first consideration was to investigate how 

the missing data affected group membership. Given the nature o f this study (i.e., 

repeated measures), all students experienced both treatments and hence there was

134

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Table 4.7
Missing Data Results

UNA ASU Overall

N n Loss N n Loss N n Loss

Fall 36 26 28% 18 15 17% 54 41 24%

Spring 25 19 24% 12 11 8% 37 30 23%

Overall 61 45 26% 30 26 13% 91 71 22%

an equal number of students on whom data were missing from each group. The 

second consideration was to examine the effect dropping 20 students would have 

on power. Although reducing the sample size also reduces power, a reduction in N  

from 91 to 71 still resulted in an acceptable level of power (see Table 3.3). As a 

result, the 20 students from whom data were missing were dropped from the study 

and final analyses were conducted using a sample size of 71 participants. Further 

details on missing data are provided in Table 4.7.

Outlier Analysis

Outliers are unusually low or high data values in comparison to the rest of 

the data set. Outliers can occur in two ways: contamination of the data set by data 

coding errors or from valid but rare cases that are unusual observations in the 

population (e.g., an 80-year old student). Outliers can produce results in a 

regression analysis that are skewed toward the unlikely cases. Outlier analysis 

provides for the identification and possible removal of these rare cases and also 

provides for recognition and correction of contaminated observations. According 

to Stevens (2002), outliers that are valid cases should not be dropped but two
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analyses should be reported: one that includes the outliers and one that does not. 

This process makes for a more valid analysis.

There are several strategies available for detecting outliers that often give 

conflicting results. Five possible outliers in achievement and one in attitude were 

detected using four of these strategies: Mahalanobis Distance (Cohen et al., 2003, 

p. 398), Jacknife Distance (Faraway, 2005, p. 125), ± 2.65 standard deviations from 

the mean, and residual analysis. The possible achievement outliers were examined 

and it was determined that they were true cases representing students who remained 

in the class but scored extremely low on some of the assessments. The attitude 

outlier was examined and it was determined that it also represented a true case. 

Analyses were performed with and without the outliers and the results were almost 

identical (i.e., removal of the outliers did not significantly change the results).

Thus, the decision was made to keep the outliers.

Regression Assumptions

Multivariate analysis of variance (MANOVA) via hierarchical multiple 

regression was used for the inferential statistical analyses of the study’s data. This 

statistical strategy has several underlying assumptions that must be satisfied (Cohen 

et al., 2003): linearity of the relationship, relevant choice of IVs, reliable 

measurement of IVs, equality of variance of the residuals (homoscedasticity), 

independence of residuals, and normality of their distribution. If any of these 

assumptions is violated, the end result could be an incorrect statistical analysis
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based on a sample that did not accurately embody the characteristics of the 

population. Violations of these assumptions can also yield distorted estimates of 

regression coefficients or of the standard error. In the latter case the regression 

coefficients would be correct but the confidence intervals for hypothesis testing 

would be incorrect. Further explanation of these assumptions and the techniques 

used to certify their compliance in this study follows.

Linearity. Regression analysis is a procedure used to estimate the linear 

relationships between variables. If the data are related in a nonlinear manner, 

conventional univariate regression analysis will underestimate these relationships 

and multivariate regression analysis will produce unusable results. A residual 

analysis was conducted in which the residuals were plotted against the predicted 

values to confirm the multivariate linearity of the dataset. No discemable nonlinear 

pattern was displayed on the resulting graphs, one for each dependent measure 

demonstrated. Thus, the multivariate linearity assumption was fulfilled.

Correct specification o f the IVs. The correct specification of the IVs 

assumption implies that the independent variables of the study are correctly 

contained in the model and the independent variables and residuals are in fact 

independent in the population. When a regression model is specified, the researcher 

must attempt to incorporate all the IVs that correlate to the study’s hypotheses and 

use theory and previous research as guidelines to ascertain which IVs to include in
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the model. If the correct specification of the IYs assumption is violated, it can 

produce significant misinterpretations of results.

The initial choice of IVs was based on extensive review of the literature. 

Additionally, added variable plots (AVPs) for each independent variable were 

investigated to verify this assumption. Trend lines from the AVPs were used to 

classify the variables as correctly specified in the model (i.e., with a non-zero slope 

line) or not (i.e., with a slope of zero). Trend lines from this analysis indicated that 

Previous Computer Programming Course, Math Experience-1 (Trigonometry), 

Math Experience 2 (Calculus I), Math Experience-3 (above Calculus I), Learning 

Style-2 (accommodators), Learning Style-3 (Divergers), and Academic-1 (school) 

had positive slopes. Gender and Academic-2 (Term) had negative slopes.

Learning Style-1 (Assimilators) had a zero slope and Academic-3 (the interaction 

between school and Semester) had a near-zero (slightly positive) slope. Even 

though the mean independence assumption was not fully satisfied for the last two 

variables, they remained in the overall model. The inclusion of these variables will 

be further discussed in Chapter 5.

Measurement error specification. Multiple linear regression assumes that 

each independent variable in the regression equation has been measured without 

error. When this assumption of perfect reliability is violated, statistics from the 

analysis will be biased and it is impossible to know if the values of a particular 

measure are too low, too high, or even just right. Reliability of a measurement tool
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is an indication of the measurement error of the variables measured by that tool. 

While in practice there is no perfect reliability, Cohen et al. (2003) recommend a 

reliability coefficient greater than .66.

In the current study, the measurement tools included a researcher- 

constructed student survey that was used to collect student attribute data (i.e., 

gender, computer experience, and math background), student learning styles, an 

attitude scale, and researcher-constructed achievement instruments (i.e., laboratory 

assignments, programming assignments, and unit exams). The self-reported student 

attribute data were checked against university records and found to be consistent. 

Thus, the variables corresponding to these data had near perfect reliability. Kolb’s 

(2005) Learning Styles Inventory-Version 3.1 has a reported reliability alpha of 

between .77 and .90. Thus, the variables corresponding to learning styles were 

measured with acceptable measures of reliability. Sample attitude data collected 

from the current study had an overall reliability alpha of .95, and the respective 

subscale alphas were .82, .94, .77, and .92. Thus, the corresponding attitude 

variable was measured with an acceptable reliability coefficient. Reliability indices 

for the four unit exams were respectively .74, .83, .70, and .82, and an inter-rater 

reliability of .93 was maintained for the lab and programming assignments. Thus, 

the corresponding achievement variable had acceptable measures of reliability. As 

a result, the measurement error specification assumption was satisfied.
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Homoscedasticity o f residuals. This assumption means that the variance of 

the residuals around the calculated regression line remains constant regardless of 

the value of the independent variable X. If this assumption is violated, then the 

statistics from the regression analysis will be incorrect. If a non-constant variance 

is indicated, separate models for different ranges of X  might be necessary. 

Violations of this assumption can be detected using the same scatterplot used for 

the linearity assumption (i.e., residual vs. fitted). Further inspection of this plot 

revealed no obvious pattern, which implies that the homoscedasticity of the 

residuals assumption was satisfied.

Independence o f  residuals. Multiple regression assumes that the residuals 

of the observations are independent. Violations of this assumption often occur 

when data are collected from groups of individuals in which the participants from 

each group are more similar to each other than to members of other groups. It can 

also occur when multiple observations are made of a single subject or a small group 

of subjects over time and the change in the observations is'systematic. When 

residuals are dependent, significance tests and standard errors are incorrect. The 

nature of this research (i.e., repeated measures) could lend itself to dependence of 

the residuals. A plot of the residuals versus the case numbers was used to detect 

violations of this assumption. The plot was inspected for any systematic pattern that 

might indicate dependence. No such pattern was found and thus, the residuals were 

assumed to be independent.
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Normality. In order to meet this assumption it is necessary that the residuals 

have a normal distribution for any value of the independent variables. Three 

procedures were performed to determine if this study’s data were compliant: A 

histogram of the standardized residuals was plotted and the result was a slightly 

skewed normal distribution; a univariate plot of the residuals was overlaid with a 

kernel density line in which the residuals adhered closely to the superimposed line; 

and a normal q-q plot of the residuals with a superimposed straight line and a 95% 

confidence band was examined and the residuals closely followed the 

superimposed line and all of the data fell within the confidence band. The results of 

these three tests imply the normality of residuals assumption was met for the data 

set of this study.

In summary, as a product of the aforementioned results, it was established 

that the study data were compliant with the all assumptions required for multiple 

linear regression models. This made it possible to advance to the next step, 

analyzing the data via a multiple regression strategy.

M AN OVA Analysis

Overview

Inferential statistical analysis was performed using multivariate analysis of 

variance (MANOVA) to test the null hypotheses outlined in Chapter 1. MANOVA 

is an adaptation of the univariate analysis of variance (ANOVA) designed for 

studies that contain sets of multiple dependent variables. This statistical strategy
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was appropriate because the study’s data set involved more than one dependent 

measure and multiple independent variables. By employing a MANOVA, all of 

these issues were addressed while protecting against inflated Type I and Type II 

error rates. In association with MANOVA, a hierarchal multiple regression strategy 

was employed using sets of independent variables.

A coding scheme known as criterion scaling also was used to accommodate 

the repeated measures aspect of the analysis. This coding scheme uses each 

student’s total score on a dependent measure (i.e., the sum of each subject’s score 

from both treatments) to code subjects. For example, if a student’s achievement 

score was 150 from participating in the open lab-based class and 210 from 

participating in the closed lab-based class, then the data point 150 + 210 = 360 

appears twice in the data set to reflect when the student participated in each 

treatment. These variables were labeled STj for achievement and ST2 for attitude 

(see Table 3.7).

Testing the MANOVA Modelfor Significance

The MANOVA model was tested for significance using JMP Version 6. As 

reported in Table 4.8, the full model was significant via each of the four test 

statistics commonly used for MANOVA: Wilks’ A = .27, F26,2 5 4  = 9.02, p  < .0001; 

Pillai’s Trace = .84, F26, 2 5 6  = 7.19, p  < .0001; Hotelling-Lawley = 2.28, F26, 2 5 2  =

11.04,/? < .0001; and Roy’s Max Root = 12.07, Fn, 128 = 20.42,/? < .0001. 

(Throughout the remaining narrative, only Wilks’ Lambda will be reported.)
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Table 4.8
Overall MANOVA Results

Test Value Approx. F d f P
Wilks' Lambda .27 9.02 26, 254 < .0001**
Pillai's Trace .84 7.19 26, 256 <.0001**
Hotelling-Lawley 2.28 11.04 26, 252 <.0001**
Roy's Max Root 2.07 20.42 13, 128 < .0001**

Note. N=  142: total sample size = 71 with data coded for two repeated 
measures using criterion scaling via a multiple regression analysis 
strategy.
**p < .01.

Table 4.9 contains a summary of the MANOVA results for each independent 

variable. Observe from Table 4.9 that the overall MANOVA resulted in two 

significant variables, 57) (A = 1.342, F2, 126= 84.58,/? < .0001) and 57) (A = .584, 

Fi, 126-36.79,p  < .0001). As noted above, these two variables represented subject 

codes and consisted of the sum of each subject’s achievement on the closed lab 

based class and the open lab-based class (i.e. the sum of scores acquired from each 

repeated performance) and the sum of each subject’s attitude at the conclusion of 

the closed lab-based class and the open lab-based class, respectively. Although 

none of the primary factors were significant when assessed relative to the two 

dependent measures simultaneously, the subject code variables were, thus follow- 

up analyses were performed.

According to Ellis and Haas (1987), the protected univariate F  test is the 

most commonly used MANOVA follow-up procedure. Based on the logic of 

Fisher’s protected t  concept to control for inflated Type I error rates, this procedure
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Table 4.9
MANOVA Results fo r Independent Variables

Source Variance Wilks' A df F P
Set A (Student Attributes)

Xi = Gender2 0.000 2, 126 0.01 .99
X2 = Previous Computer Programming Courseb 0.020 2, 126 1.28 .28
Mi = Math Background-lc 0.000 2, 126 0.01 .98
M2 = Math Background-20 0.035 2, 126 2.20 .12
M-. = Math Background-30 0.023 2, 126 1.42 .25
L x = Learning Style-ld 0.012 2, 126 0.74 .48
L2 = Learning Style-2d 0.005 2, 126 0.32 .73
L3 = Learning Style-3d 0.003 2, 126 0.17 .85

Set B(Academic Attributes)
Si = School/Semester-le 0.003 2, 126 0.19 .83
S2 = School/Semester-2e 0.023 2, 126 1.55 .22
S3 = School/Semester-3e 0.014 2,126 0.87 .42

Set C(T reatm ent + Subj ects)
X 3 = Treatment 0.005 2,126 0.31 .73
STi = Subjects Total-Achievement8 1.342 2,126 84.58 <.0001**
ST2 = Subjects Total-Attitudeb 0'584 2, 126 36.79 <.0001**

Note. N=  142: total sample size = 71 with data coded for two repeated measures using criterion 
scaling via a multiple regression analysis strategy.
“Gender was dummy coded with females as the reference group. bPrevious Computer Programming 
Course was dummy coded with no previous computer programming course as the reference group. 
°Math Background-1, Math Background-2, and Math Background-3 = dummy-coded factors 
representing respectively, Trigonometry, Calculus I, or Above Calculus I as the highest level of math 
course attained, with College Algebra as the reference group. dLeaming Style-1, Learning Style-2, 
and Learning Style-3 = dummy-coded factors representing respectively Kolb’s (2205) learning 
styles, Accommodators, Assimilators, and Divergers, with Convergers as the reference group. 
“School/Semester-1, School/Semester-2, and School/Semester-3 are contrast coded variables 
representing respectively UNA vs. ASU, Fall vs. Spring, and the interaction between school and 
term, treatm ent = dummy-coded factors representing the two class structures, Open-lab vs. Closed 
lab, with Open lab as the reference group. gSTi = the sum of each subject’s achievement on the 
closed lab-based class and the open lab-based class (i.e. the sum of scores acquired from each 
repeated performance). hST2 = The sum of each subject’s attitude at the conclusion of the closed 
lab-based class and the open lab-based class.
*p < .05, **p < .01.

allows the analysis of a separate, univariate ANOVA for each dependent variable 

only if a significant MANOVA model has been observed. One drawback of this 

type of follow-up procedure is the loss of capacity to examine the links between the
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dependent variables. Although the two dependent variables in this study, 

achievement and attitude, were somewhat correlated, r = .377, this was expected 

and is reasonable because computer science students who display higher 

achievement in CS 1 are expected to have positive attitudes toward computers and 

computer science courses. As a result, there was no need to examine this 

relationship between the two dependent measures and hence separate univariate 

ANOVAs, one each for achievement and attitude, were conducted via a hierarchal 

multiple regression correlation (MRC) as the follow-up course of action. A brief 

discussion for each follow-up analysis ensues.

Yi (Achievement) Follow-Up

A follow-up univariate hierarchical regression analysis was performed for 

achievement with the set order entry of A-B-C. This analysis yielded an overall R2 

of .668, which indicates that 66.8% of the variability in achievement scores was 

explained by collective variables contained in Sets A, B, and C; this was 

significant, F 13,128 = 19.8, p  < .0001/Based on the logic of Fisher’s protected t test, 

which guards against inflated Type I error rates, follow-up analyses of the 

individual sets were appropriate because the overall model was significant. Table 

4.10 contains a summary of those analyses. Note from Table 4.10 that the 

contribution Set A made was significant, R2 = .193, Fs, 1 3 3 = 3.96, p -  .0003, as was 

the unique contribution Set C made in the presence of Set A and Set B, sR2 = .434, 

F2, 128  = 83.66, p  < .05. Thus, inspection of the individual factors within Set A and
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Table 4.10
Summary o f Follow-up Univariate Hierarchical Regression Analysis for Achievement

Set in Model Cumulative R 2 I dfi Fi Pi

Set A .193 .193 8, 133 3.96 .0003**

Set B .234 .041 3, 130 2.34 >.05

SetC .668 .434 2, 128 83.66 <.05*

Note. N =  142: total sample size = 71 with data coded for two repeated measures 
using criterion scaling via a multiple regression analysis strategy. I  = Increment in 
Rz. Set A = Student attributes (gender, previous computer programming education, 
math background, and learning styles). Set B = Academic attributes (school, term, 
school-term interaction). Set C = Subjects Total (treatment vs. control and the sum 
of each subject’s achievement on the closed lab based class and the open lab based 
class).
*p< .05, **p< .01.

Set C for statistical significance was allowed. The unique contribution of Set B in 

the presence of set A was not significant, sR = .041, F^, 130 = 2.34, p > .05, and 

thus no further analysis of the individual factors within Set B was conducted 

relative to achievement. This implies that none of the academic attributes (UNA vs. 

ASU, Fall vs. Spring, the interaction between school and term) accounted for a 

significant amount of variability in achievement scores.

A summary of the follow-up analyses of Set A and Set C relative to 

achievement is given in Table 4.11. Only one research factor in Set A, Math 

Background, which represented the highest level of math courses taken by students, 

made a significant contribution to the variability of achievement scores, sR2 = .18, 

F3, 136 = 8.84, p  < .01. This factor was comprised of the variables Mi, M2, and M3, 

which respectively represented the pairwise comparisons of Trigonometry vs. 

College Algebra, Calculus I vs. College Algebra, and Above Calculus I vs. College
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Table 4.11
Summary o f Follow-up Tests Relative to 7/ = Achievemenf

Xi Bi E rro rb Cum. R2 I d f F,

Set Ac
Genderd -.705 8.53 .016 .016 1, 140 0.68
Prev Comp Prog Cre 12.23 7.50 .020 .004 2, 139 2.66
Math Bkgdf .183 .163 3, 136 8.84**

M! 13.55 10.98 1.52
m 2 50.02 11.44 19.13**
m 3 32.73 9.91 10.91**

Learning Style8 .193 .010 3, 133 0.55
Set Ch .668 .668 2, 139 139.67**

Treatment 2.69 8.00 .001 .001 1,70 0.17
Subjects 0.50 0.30 .668 .667 70, 140 280.33**

Note. N=  142: total sample size = 71 with data coded for two repeated measures using criterion 
scaling via a multiple regression analysis strategy. 1= increment. 
aOnly sets A and C are reflected in this table because those were the only sets found to be 
significant in the univariate analysis relative to achievement (see Table 4.10). bStandard error 
of the mean cSet A = Student Attributes. dGender = dummy coded variable X, with females as 
the reference group. ePrev Comp Prog Cr = Previous Computer Programming Course, which 
was a dummy coded variable, X2, with no previous computer programming course as the 
reference group. fMath Bkgd = dummy-coded variables Mu M2, and A/3 representing the 
highest level of math course attained: College Algebra, Trigonometry, Calculus I, or Above 
Calculus I; the reference group was College Algebra. Mi reflects the Trig-College Algebra 
comparison. M2 reflects the Calc I- College Algebra comparison. M3 reflects the Above Calc 
I-College Algebra comparison. 8Leaming Style= dummy-coded variables Lh L2t a n d i3 
representing learning styles as classified by Kolb’s (2005) Learning Style Inventory-3.1: 
Convergers, Accommodators, Assimilators, and Divergers; the reference group was 
Convergers. L x reflects Convergers-Accommodators comparison. Z2 reflects Convergers- 
Assimilators comparison. Z3 reflects Convergers-Divergers comparison. hSet C = Subject + 
Treatment effect. The subject effect is the sum of each subject’s achievement at the 
conclusion of the closed lab-based class and open lab-based class. The treatment effect is the 
comparison between open lab-based class and closed lab-based class.
*p < .05, **p < .01.

Algebra. In light of the significance of the contribution of Math Background, a 

follow-up analysis was warranted. As shown in Table 4.11, the unique 

contributions of M2 = Calculus I vs. College Algebra (F= 19.13, p  < .01) and M3 = 

A bove C alcu lu s I vs. C o llege A lg eb ra  (F  = 10.91 ,P <  .01) accoun ted  for a
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Table 4.12
Summary o f  Follow-Up o f the Independent Variable “Math 
Background"

Variable B t P

M\ = Math Background-la 16.5 1.584 .1155
M2 = Math Background-23 51.5 4.690 <.0001**
M3 = Math Background-33 35.1 3.779 .0002*

Note. N  = 142.
“Math Background-1, Math Background-2, and Math 
Background-3 = dummy-coded factors representing respectively, 
Trigonometry, Calculus I, or Above Calculus I as the highest 
level of math course attained, with College Algebra as the 
reference group.
*p < .05. **p < .01.

significant amount of variability in achievement scores. More specifically, students 

whose math background included up to Calculus I averaged 50 points more on their 

overall achievement scores than those students with only a College Algebra 

background. Similarly, students whose math background included courses above 

Calculus I averaged 33 points more on their overall achievement scores than those 

with only a College Algebra background. The Math Background factor was also 

examined in the absence of all other attributes. The results of this analysis are 

given in Table 4.12. As can be seen from Table 4.12, M2 and M3 were still the only 

Math Background variables that made a significant contribution to explaining the 

variability in achievement scores, and their respective regression coefficients (Bi) 

corresponded to those reported above in the presence of other attributes.

In Set C only the Subjects variable (ST\) was significant relative to 

achievement, sr2 = .667, F70,140 = 280.33, p  < .0001 (see Table 4.11). As noted
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earlier, this variable was the sum of each subject’s achievement at the conclusion of 

the closed lab-based class and open lab-based class and was created to facilitate the 

regression analysis of the study’s repeated measures design. More importantly, 

though, after the effect of the Subjects variable was removed, the treatment 

variable, also a member of Set C, was not significant (Fi, 70 = • 17, p  > .05). The 

combined effect of these two results reflects the extent to which subject differences 

accounted for a significant amount of variability in a dependent measure (in this 

case, achievement scores). Because of the way these variables were coded, the 

repeated measures analysis via a multiple regression strategy partialled subject 

differences from the treatment effect. In so doing, results indicated that group 

membership (open vs. closed lab-based class structure) was not significant relative 

to achievement but subject differences accounted for a large percentage of the 

variability in achievement scores. This speaks to the robustness of the repeated 

measures design: it enables researchers to separate subject differences from 

treatment effects. If this had not been done, the treatment and subject differences 

would have been combined as a single treatment effect and the analysis would have 

revealed that “treatment” was significant. In summary, the only research factor that 

had a significant effect on achievement was students’ math background.

Y2 (Attitude) Follow-Up

A follow-up univariate hierarchical regression analysis was conducted for 

attitude with the set order entry of A-B-C. This analysis yielded an overall R of
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Table 4.13
Summary o f Follow-up Univariate Hierarchical Regression Analysis for Attitude

Set in Model Cumulative R 2 / dfi Fi Pi

Set Aa .09 .09 8, 133 1.67 .11

Set Bb .11 .02 3, 130 0.97 >.05

Set Cc .44 .33 2, 128 37.71 < .05*

Note. N  = 142: total sample size = 71 with data coded for two repeated measures 
using criterion scaling via a multiple regression analysis strategy. I  = Increment in 
R 2 .

“Set A = Student attributes (gender, programming experience, math background, 
and learning styles). bSet B = Academic attributes (school, term, school-term 
interaction). “Set C = Treatment + Subjects (treatment vs. control and the sum of 
each subject’s attitude at the conclusion of the closed lab-based class and the open 
lab-based class).
*p < .05.

.44, which indicates that 44% of the variability in attitude scores was explained by 

the collective variables contained in Sets A, B, and C; this was significant, F\y ns = 

7.72, p  < .0001. Because the overall attitude model was significant, follow-up 

analyses of the individual sets within the model were warranted based on the Fisher 

protected t test concept. Table 4.13 contains a summary of this analysis. Observe 

from Table 4.13 that the contributions of Sets A and B were not significant in 

explaining the variability in students’ attitude scores (Set A: R = .09, Fy 133 -  1.67, 

p  = .11: Set B: sR2 = .02, Fy 130 = .97,p  > .05). Thus, no further analyses of the 

individual factors within Set A or Set B were warranted. The contribution Set C 

made in the presence of Set A and Set B was significant, sR2 = .44, F2, 128= 37.71, 

p  < .05. Thus, an analysis o f  the individual research factors within Set C for 

statistical significance was performed.
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Table 4.14
Summary o f Follow-up Tests Relative to Y2 = Attitudea

X, Coefficient E rro rb Cum. R 2 / d f F,

Set Cc .378 .378 2, 139 42.26**
Treatment 1.34 2.90 .001 .001 1,70 0.17
Subjects 0.33 0.04 .378 .377 70, 140 84.59**

Note.N=  142: total sample size = 71 with data coded for two repeated measures using 
criterion scaling via a multiple regression analysis strategy. I  = increment. 
aOnly Set C is reflected in this table because it was the only set found to be significant in the 
univariate analysis relative to attitude (see Table 4.13). bError = standard error of the mean. 
cSet C = Subject + Treatment effect. The subject effect is the sum of each subject’s attitude at 
the conclusion of the closed lab-based class and open lab-based class. The treatment effect is 
the comparison between open lab-based class and closed lab-based class.
**p < .01.

A summary of the follow-up analysis of Set C relative to attitude is located

in Table 4.14. Similar to the achievement model, Set C represented the coding for

treatment and subjects. The Treatment variable represented group membership

(open vs. closed lab-based class), and the Subjects variable was the sum of each

subject’s attitude scores at the conclusion of the closed lab-based class and open

lab-based class. Observe from Table 4.14 that the Subjects variable was significant

relative to attitude, sr2 = .377, F10i uo= 84.59,/? < .01, but the Treatment variable

was not significant, sr2 = .001, F\^o = 0.17,/? > .05, after the effect of Subjects was

removed. As noted earlier, the combined effect of these two results reflects the

extent to which subject differences accounted for a significant amount of variability

in a dependent measure (in this case, attitude scores). Because of the way these

variables were coded, the repeated measures analysis via a multiple regression

strategy partialled subject differences from the treatment effect. In so doing, results

showed that group membership was not significant relative to attitudes but subject
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differences accounted for a large percentage of variability in attitude scores. In 

summary, none of the study’s research factors had a significant effect on students’ 

attitudes toward computers and computer courses.

Attribute-TreatmentInteraction (ATI) Analyses 

Two separate attribute-treatment interaction (ATI) analyses involving the 

interaction between student attributes and treatment were conducted: one was 

relative to achievement and the second was relative to attitudes. These analyses 

were done independently of the overall MANOVA model, or its MANCOVA 

counterpart, because it involved the interactions of research factors that were not 

considered covariates. Both analyses were performed using hierarchical multiple 

regression with the entry order of student attributes, treatment, and the set of 

variables representing the interaction between these factors. The results of the ATI 

achievement model was significant, R2 = .274, F nt m  ~ 2.75, p  = .0007, but a 

follow-up analysis revealed that the increment the interaction set made to

-y
explaining the variability in achievement scores was not significant, sr = .081,

F8, 124 -  1.73,p  > .05. The results of the ATI attitude model also was not 

significant, R2 = .123, Fn, m  = 1.03,p  = .4342, and hence no follow-up analyses 

were conducted relative to this model.

Supplemental Analysis 

Due to concerns about treatment fidelity at ASU, a supplemental analysis 

was performed using only data from UNA, which was the author’s home school;
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the results were then compared to those of the full data set. This analysis was 

conducted independently of the study’s primary analyses and was done so for 

personal interest and information purposes only. The reader is cautioned that any 

results from this analysis are subject to inflated alpha levels and hence should be 

interpreted accordingly.

A summary of this comparison is given in Table 4.15. Note from this table 

that the UNA-only results were nearly identical to those from the full model:

1. The UNA-only MANOVA was significant, Wilks’ A = .07, F 2 4 , 152  = 

18.47,/? < .0001, and the significance was relative to the same two 

variables of the full model, namely, S7j (A = 1.383, F2,i6 = 52.55,

p  < .0001) andST2{A = 2.45, F2,76 = 93.19, p  < .0001).

2. The univariate analyses of the UNA-only data for achievement yielded a 

significant overall model and follow-up analyses confirmed that Sets A 

and C were significant. Furthermore, Set A’s significance was due to the 

same Math Background factor as in the full data set (Calculus I vs. 

College Algebra and Above Calculus I vs. College Algebra), and Set C’s 

significance was due to subject differences, not treatment. The 

corresponding regression coefficients for the math background 

comparisons were also nearly the same for both the full model and the 

UNA-only model (Full model: BMi = 52.02, BM} = 32.73; UNA-only

model: BUi = 62.7, BMj = 43.3).
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Table 4.15
Summary o f Results Comparing the Full Dataset (UNA and ASU) to UNA Data Only

Model Full Dataset UNA Data Only

Statistic Value d f F  Statistic Value d f  F

MANOVA A .27 26, 254 9.02** A .070 24, 152 18.47**

Univariate Achievement R2 .668 13, 128 19.82** R2 .725 11,78 18.65**
Set Aa R2 .193 8, 133 3.96** R2 .268 8, 81 3.70**

• Math Backgroundb sR2 .163 3, 136 8.84* sR2 .229 8.66*
-  M f B 50.02d 19.13** B 62.65d 16.97**
- M f B 32.73d 10.91** B 43.26d 3, 84 8.70**

Set Bf sR2 .041 3, 130 2.34 sR2 .003 1, 80 0.33
Set C8 sR2 .434 2, 128 83.66* sR2 .454 2,78 64.40*

• STib sr2 .667 70, 140 280.33** sr2 .714 44, 88 219.34**
• Treatment1 sr2 .001 1,70 0.17 sr2 .010 1,44 1.58

Univariate Attitude R2 .439 13, 128 7.72** R2 .859 11,78 43.29**
Set Aa R2 .091 8, 133 1.67 R2 .118 8, 81 1.35
Set Bf sR2 .021 3, 130 0.97 sR2 .009 1, 80 0.92
Set Cg sR2 .329 2, 128 37.71** sR2 .732 2, 78 202.47**

•S T j sr2 .377 70, 140 84.59** sr2 .852 44, 88 507.37**
• Treatment1 sr2 .001 1,70 0.17 sr2 .007 1,44 2.14

Note. Full Dataset: N  = 142, total sample size = 71; UNA Data Only: N  = 90, total sample size = 45 
with data coded for two repeated measures using criterion scaling via a multiple regression analysis 
strategy.
aSet A = Student attributes (gender, programming experience, math background, and learning 

styles). bMath Background = dummy-coded variables Mu M2< and A/3 representing the highest level 
of math course attained: College Algebra, Trigonometry, Calculus I, or Above Calculus I; the 
reference group was College Algebra. CM2 reflects the Calc I- College Algebra comparison. dB = the 
coefficient of the M; variable in the regression equation. eM3 reflects the Above Calc I-College 
Algebra comparison. fSet B = Academic attributes (school, term, school-term interaction for the full 
data set, term for the UNA data set). 8Set C = Treatment + Subjects (treatment vs. control and the 
sum of each subject’s attitude at the conclusion of the closed lab based class and the open lab based 
class). hST! = the sum of each subject’s achievement at the conclusion of the closed lab based class 
and open lab based class. ‘Treatment = dummy coded variable representing class structure (open 
lab-based class or closed lab-based) with open lab-based class as the reference group. jST2 = the sum 
of each subject’s attitude at the conclusion of the closed lab-based class and open lab-based class.
*p < .05, **p<.01.
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3. The univariate analyses of the UNA-only data for attitude yielded a 

significant overall model with Set C being significant. Similar to the full 

data set, subject differences were significant but treatment was not. 

Consequently, the results using only the data from UNA paralleled the results from 

the full data set.

Results of Hypothesis Testing

This section contains a summary of the results from testing the study’s 

hypotheses. The decisions to reject or fail to reject these hypotheses were based on 

the statistical results presented in the previous section. Please note that the research 

hypotheses from Chapter 1 have been restated in null form here.

Hypothesis 1

There will be no significant difference in achievement between students in a 

restructured undergraduate introductory computer science class that 

incorporates a closed laboratory and students in a restructured undergraduate 

introductory computer science class that incorporates an open lab.

MANOVA results indicated that the overall regression model was 

significant when the two dependent measures were regressed simultaneously on the 

research factors, A = .27, F26,254 = 9.02,p  < .0001 (see Table 4.8). Univariate 

follow-up tests for achievement showed that Set C (Subject+Treatment) uniquely 

accounted for a significant amount of variability in achievement scores in the 

presence of the other research factors, sR = .434, Fi, 128 = 83.66, p  < .05 (see Table
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4.10). However, based on the preset alpha level of .05, the variable representing 

treatment was not statistically significant, sr = .001, Fi, no = 0.11, p  > .05 (see 

Table 4.11). Consequently, this hypothesis was not rejected: There was no 

statistical difference in achievement between students in a restructured 

undergraduate introductory computer science class that incorporated a closed 

laboratory and those in a restructured undergraduate introductory computer science 

class that incorporated an open lab setting.

Hypothesis 2

There will be no significant difference in attitudes toward computers 

and computer courses between students in a restructured undergraduate 

introductory computer science class that incorporates a closed laboratory 

and students in a restructured undergraduate introductory computer 

science class that incorporates an open lab.

MANOVA results indicated that the overall regression model was 

significant when the two dependent measures were regressed simultaneously on the 

research factors, A = .27, Fie, 254 = 9.02, p  < .0001 (see Table 4.8). Univariate 

follow-up tests for attitude showed that Set C (Subject+Treatment) uniquely 

accounted for a significant amount of variability in attitude scores in the presence 

of the other research factors, sR2 = .33, F2, m = 37.71,p  < .05 (see Table 4.13). 

However, based on the preset alpha level of .05, the variable representing treatment 

was not statistically significant, sr = .001 F\t 170 = 0.17, p  > .05 (see Table 4.14).
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Consequently, this hypothesis was not rejected: There was no statistical difference 

in attitudes toward computers and computer courses between students in a 

restructured undergraduate introductory computer science class that incorporated a 

closed laboratory and those in a restructured undergraduate introductory computer 

science class that incorporated an open lab setting.

Hypothesis 3

There will be no statistical significance in student achievement 

relative to the targeted student attributes o f gender, previous computer 

programming education, math background, and learning styles.

MANOVA results indicated that the overall regression model was 

significant when the two dependent measures were regressed simultaneously on the 

research factors, A =  .27, F26 ,254  = 9.02, p < .0001 (see Table 4.8). Univariate 

follow-up tests for achievement showed that Set A (student attributes) uniquely 

accounted for a significant amount of variability in achievement scores, R = .193, 

F$, 133 = 3.96, p  = .0003 (see Table 4.10). When Set A was further investigated, only 

the math background factor, which examined students’ highest level of 

mathematics by comparing the courses of Trigonometry, Calculus I, and above 

Calculus I to College Algebra, was significant, sR2 -  .163, Fy 136 = 8.84, p  > .05 

(see Table 4.11). In other words, the overall attribute set accounted for 19.3% of the 

variability in student achievement, and of this, 16.3% was uniquely attributed to 

students’ math background. Further analysis showed that the Calculus I-College
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Algebra comparison (F= 19.13, p  < .01) and the Above Calculus I-College 

Algebra comparison (F= 10.91 ,P<  .01) were significant. More specifically, 

students whose highest math background was at the Calculus I or Above Calculus I 

levels respectively averaged 51.5 and 35.1 points higher on their overall 

achievement than those students whose highest math background was College 

Algebra. In summary, although the collective influence of gender, previous 

computer programming education, math background, and learning styles had a 

significant effect on achievement, this effect was relative only to students’ math 

background. As a result, Hypothesis 3 was rejected from the perspective of math 

background only: Given the targeted student attributes, only students’ mathematics 

background had a significant effect on student achievement.

Hypothesis 4

There will be no statistical significance in students’ attitudes toward 

computers and computer courses relative to the targeted student 

attributes o f gender, previous computer programming education, 

math background, and learning styles.

MANOVA results indicated that the overall regression model was 

significant when the two dependent measures were regressed simultaneously on the 

research factors, A = .27,7*26,254 = 9.02,/? < .0001 (see Table 4.8). Univariate 

follow-up tests for attitude showed that Set A (student attributes) did not uniquely 

account for a significant amount of variability in attitude scores, R2 = .09, Fs, 133 =
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1.67,/) = .11 (see Table 4.13). As a result, an examination of the research factors 

within Set A for significance relative to this dependent measure was not warranted 

because of inflated Type I and Type II error rates. Consequently, Hypothesis 4 was 

not rejected: The targeted student attributes of previous computer programming 

education, math background, gender, and learning styles did not have a significant 

effect on students’ attitudes toward computers and computer courses.

Hypothesis 5

There will be no significant interaction effect between the targeted 

student attributes (gender, previous computer programming 

education, math background, and learning styles) and treatment 

(open lab-based vs. closed lab-based) relative to student achievement.

Independent of MANOVA, the hierarchical multiple regression ATI 

analysis between Set A = student attributes, X3 = treatment, and the interaction 

between Set A factors and X3 relative to achievement, resulted in a significant 

model, R2 = .274, F 17, 124  = 2.754,/) = .0007. However, the increment the" 

interaction set made to explaining the variability in achievement was not 

significant, sR2 = .081, Fs, 124 -  1.73,/) > .05. As a result, Hypothesis 5 was not 

rejected: There was no significant interaction effect between the targeted student 

attributes (gender, previous computer programming education, math background, 

and learning styles) and treatment (open lab-based vs. closed lab-based) relative to 

student achievement.
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Hypothesis 6

There will be no significant interaction effect between the targeted student 

attributes (gender, previous computer programming education, math 

background, and learning styles) and treatment (open lab-based vs. closed lab- 

based) relative to students ’ attitudes toward computers and computer courses.

Independent of MANOVA, the hierarchical multiple regression ATI 

analysis between Set A = student attributes, X3 = treatment, and the interaction of 

Set A factors and X3 relative to attitude, was not significant, R = . 123, Fny m  =

1.027, p -  .4342. As a result, Hypothesis 6 was not rejected: There was no 

significant interaction effect between the targeted student attributes (gender, 

previous computer programming education, math background, and learning styles) 

and treatment (open lab-based vs. closed lab-based) relative to students’ attitudes 

toward computers and computer courses.

The findings of these analyses will be discussed in Chapter 5 with regards 

to the theoretical and empirical results acquired from previous research on 

computer science classes restructured to include closed laboratories. The next 

chapter will also introduce the pedagogical implications of the conclusions of the 

present study, discuss the limitations of the study’s research design, and present 

suggestions for future research on the restructuring of computer science classes to 

include closed laboratories.
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CHAPTER 5

CONCLUSIONS, IMPLICATIONS, AND RECOMMENDATIONS

Summary of Study

The purpose of this study was to investigate the relationships among various 

student attributes and different classroom structures involving computer 

laboratories on student achievement in and attitudes toward computer science and 

computer science courses. Two types of classroom structures were examined: open 

laboratory-based and closed laboratory-based. The open lab structure was a 

traditional lecture class in which student laboratory assignments were completed 

outside of class at the convenience of the students with no instructor supervision or 

assistance. The closed lab structure was a traditional lecture class that was 

restructured to include a laboratory component. The first half of the class was 

lecture and the second half of the class was the laboratory period where students 

worked individually or in pairs at their own pace on targeted laboratory 

assignments. During the lab period,'a lab instructor was available for assistance and 

students were expected to complete the assignments during the laboratory period. 

The study examined the effectiveness of both structures relative to the targeted 

dependent measures. The study was grounded in the constructivist philosophy of 

cognitive learning theory: the open lab structure was tied to individual 

constructivism and the closed lab structure was tied to social constructivism.

161

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

The research factors were represented as sets of variables. Set A consisted 

of student attributes: gender, previous computer programming education, math 

background, and learning style. Set B consisted of school-related attributes: school 

site, term, and the interaction between school site and term. Set C consisted of the 

group membership variable (i.e., classroom structure) and two additional variables 

that were incorporated into the study to support the data-analytic method, namely, 

repeated measures using criterion scaling. The study’s primary focus was to 

examine the effects of these research factors on the two dependent measures, 

student achievement in and student attitudes toward computers and computer 

courses.

The sample consisted of four intact classes of students from two different 

schools across 2 semesters; one class from each school was used in the fall term, 

and one class from each school was used in the spring term. The research 

methodology was a counterbalanced repeated measures experimental research 

design. In the course of each semester, two schedules of treatment implementation 

were used, one at each school. For the first schedule, students experienced the open 

lab-based class the first half of the term and the closed lab-based class the second 

half of the term. In the second schedule, the order of treatments was reversed. 

During the first semester, all the students within the class at the first school were 

randomly assigned to one of the two treatment schedules and all of the students 

within the class at the second school were randomly assigned the opposite
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treatment schedule. During the following semester, the schedules assigned to each 

school were exchanged (see Table 3.6). Thus, all students experienced both types 

of classroom structures (repeated measure design), and the order in which the 

treatments were presented was rotated among the intact groups (counterbalanced 

design).

The target population was students in an introductory computer science 

course such as CS 1 as described by the ACM (2001), and the accessible population 

was students in a CS 1 type course at the University of North Alabama (UNA) and 

Athens State University (ASU); both schools are located in Northern Alabama. The 

initial sample of 91 students was selected from students registered for Computer 

Science I during the fall and spring semesters of the 2006-2007 school year. The 

final sample consisted of the 71 students who completed the course.

Each 14-week semester was divided into two 7-week sessions. During each 

session one type of class structure (open lab-based or closed lab-based) was used. 

The open laboratory was the control and the closed laboratory was the experimental 

treatment. Classes during the open lab-based session consisted of group 

discussions of the previous laboratory assignments, lecture, and a question and 

answer session. Students then received that day’s laboratory assignment, which 

they were expected to complete outside of class time. Classes during the closed 

lab-based session consisted of lecture and lab time during which students were 

given that day’s laboratory assignment and were expected to complete the
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assignment during class time. Classes for both structures were identical in length 

with three 50-minute class sessions per week at UNA and one 150-minute class 

session per week at ASU.

The primary data collection instruments were the Attitude towards 

Computers and Computer Courses (ACCC; Newby & Fisher, 1997), Kolb’s (2005) 

Learning Styles Inventory-Version 3.1 (KLSI-3.1), and three researcher-developed 

assessments. The ACCC measured the effect the different class structures had on 

students’ attitudes toward computers and the CS 1 course. This 28-item instrument 

incorporated a 5-point Likert scale and comprised four subscales that represented 

students’ anxiety, enjoyment, perception of computers’ usefulness, and perception 

of course’s usefulness. I administered the ACCC during the 1st, 7th, and last weeks 

of the fall semester at both schools, and the ASU CS 1 instructor and I administered 

the ACCC during the 1st, 7th, and last weeks of the spring semester at ASU. 

Reliability coefficients based on Cronbach’s alpha were .95 for the overall 

instrument and between .77 and .94 for each of its subscales.

The KLSI-3.1 was used to classify students’ dominant learning style. Based 

on responses to a set of 12 questions that targeted specific methods of learning, 

students were ultimately classified as being convergers (those who learn through 

active experimentation and abstract conceptualization), divergers (those who learn 

primarily through reflective observation and concrete experience), assimilators 

(those who learn through reflective observation and abstract conceptualization), or
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accommodators (those who learn by relying on active experimentation and concrete 

experience). The KLSI-3.1 has a reported Cronbach alpha of between .77 and .84 

(Kayes, 2005; Kolb & Kolb, 2005; Wierstera & DeJong, 2002). I administered the 

KLSI-3.1 during the 1st week of each semester at both schools.

Achievement was measured using three researcher-constructed assessments: 

laboratory assignments, programming assignments, and unit tests: 15 laboratory 

assignments, three programming assignments, and two unit tests were given during 

each session. Each laboratory assignment consisted of a purpose statement, a 

reading assignment, a short programming exercise, and a post-lab. Laboratory 

assignments were graded with one point for successful completion of the 

programming exercise and one point for timely submission of the post-lab. 

Programming assignments were longer programming exercises and were selected 

from popular CS 1 textbooks. These assignments were graded using a researcher- 

designed rubric. Unit exams consisted of 31 to 43 questions that were 

dichotomously scored. I selected the questions for the unit exams from various CS 

1 textbook test generators. Based on my 10 years experience in teaching CS 1 

courses, I reviewed these questions carefully and confirmed that they were content 

valid relative to the courses taught at both schools. The reliability coefficients of 

the unit exams were calculated using Cronbach’s alpha and ranged between .70 and 

.83, and an inter-rater reliability of .93 was achieved for the lab and programming 

assignments, which were graded by one of the project faculty members from ASU
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and me. Achievement data were collected continuously throughout each semester.

I collected these data at both schools during the fall term and at UNA during the 

spring term; the ASU instructor collected these data at ASU during the spring term.

A copy of the ACCC (Newby & Fisher, 1997), the KLSI-3.1 (Kolb, 2005), 

and the unit exams are included in Appendix A. Copies of the lab and programming 

assignments and their rubrics are provided in Appendix B. In addition to these 

instruments, student demographic data (i.e., gender, math background, and previous 

computer programming education) were self-reported by students using a 

researcher-prepared and administered questionnaire during the 1st week of each 

semester at both schools. I then checked these data for accuracy via university 

records.

Summary of Findings

The study’s data were analyzed using multivariate analysis of variance 

(MANOVA) via a hierarchical multiple regression approach with criterion scaling 

used to facilitate the repeated measures aspect of the analysis (Cohen et al., 2003). 

Functional sets were used to represent the variables. Set A was the set of student 

attributes, Set B was the set of academic characteristics, Set C was the set of 

subject and treatment factors, and Set D consisted of the two dependent measures 

(achievement and attitude). Several preliminary data analyses were performed prior 

to formal analysis. As part of these preliminary analyses, missing data issues were 

examined and resolved based on suggestions from Cohen et al., outliers were
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examined and remedial actions were taken according to Cohen et al., and the data 

were examined relative to ordinary least squares (OLS) regression assumptions to 

ensure they were compliant with these assumptions. The final data set was then 

analyzed via MANOVA.

Data analysis revealed that the overall MANOVA model and the two 

corresponding follow-up univariate models (one for each dependent measure) were 

significant. These results indicated that (1) the collective influence of the three 

research factor sets on the two dependent measures simultaneously was nonzero,

(2) the collective influence of the three research factor sets on achievement was 

nonzero, and (3) the collective influence of the three research factor sets on 

attitudes toward computers and the CS 1 course was nonzero. Subsequent analyses 

relative to the univariate achievement model indicated that the only targeted 

research factor that accounted for a significant portion of the variance in 

achievement scores was students’ math background. More specifically, students 

who reported having either a Calculus I or above Calculus I background" had, on 

average, significantly higher achievement scores than students who reported having 

a college algebra background. Subsequent analyses relative to the univariate 

attitude model indicated that none of the targeted research factors had a significant 

effect on students’ attitudes toward computers and the CS 1 course. In both models, 

though, subject characteristics, which were separated from treatment effects as a
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result of the repeated measures design, were significant, but the group membership 

variable (open lab-based vs. closed lab-based) was not.

Independent of the primary analyses, additional analyses were conducted to 

examine student attributes-treatment interactions relative to achievement and 

attitude. In both interaction models, the increment in the proportion of variance in 

achievement scores and in attitude scores accounted for by the set of interaction 

variables was not significant. Thus, there were no significant interaction effects 

between any of the targeted variables and group membership relative to 

achievement and attitude. A summary of these results applied to testing the study’s 

six null hypothesis is provided in Table 5.1.

Conclusions and Inferences

This section discusses the research questions corresponding to the study’s 

six hypotheses. The discussion includes a summary of the findings in response to 

each question, interpretations of the results, and some plausible explanations for the 

results obtained.

Research Question 1 

What is the effect o f classroom restructuring 

(open lab-based vs closed lab-based) o f an undergraduate 

introductory computer science class on student achievement?

Student achievement was defined as the aggregate number of points earned 

on each session’s laboratory exercises, programming exercises, and unit exams.
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Table 5.1
Summary o f  Hypotheses Tests Results

Null Hypothesis Decision

1. H0: s R 2̂  = 0 “ Fail to Reject

2. H0: sR 2Yi. X3 = 0 b Fail to Reject

3. H0: R 2Yi.a = 0 c Reject

3̂OII
•

CN 
^ Fail to Reject

5. H0: sR ŷ  . m t e r a c t j o n s  0 Fail to Reject

6. Hq . SRŷ  . m te ra c tl0 lis _  9 Fail to Reject

Note. “The effect of class structure (open vs. closed lab) on 
achievement after within subject characteristics were 
partialled out. bThe effect of class structure (open vs. closed 
lab) on attitude after within subject characteristics were 
partialled out. cThe effect of student attributes (gender, 
previous computer programming education, math background, 
learning style) on achievement; significance was found 
relative to math background. dThe effect of student attributes 
(gender, previous computer programming education, math 
background, learning style) on attitude. eThe interaction effect 
between student attributes and class structure on achievement 
after student attributes and class structure were partialled out. 
fThe interaction effect between student attributes and class 
structure on attitude after student attributes and class structure 
were partialled out.

Although the overall MANOVA model was significant, A = .27, F 2 6 , 2 5 4  = 9.02, 

p  < .0001 (see Table 4.8), the MANOVA results of the group membership factor 

(i.e., classroom structure) were not significant, A = 0.005, F2, m  ~ 0.31,/? = .73 

(see Table 4.9). Thus, the effect of classroom structure on achievement and attitude 

simultaneously was not significant.

When this was examined from a univariate perspective, a follow-up analysis 

for achievement revealed that Set C, which contained the subject and treatment
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effects, was significant, sR2 = .434, F2, 128 — 83.66, < .05 (see Table 4.10). 

However, when treatment effects were partialled from the corresponding subjects’ 

effect as a result of the repeated measures aspect of the analysis, treatment was not 

significant. More specifically, when students were in the closed lab-based class 

structure their aggregate achievement scores averaged 2.7 points higher than their 

aggregate achievement scores from the open lab-based class structure. This mean 

difference was not significant, sr2 -  .001 F\t m  = 0.17, p  > .05 (see Table 4.11). 

Accordingly, the answer to Research Question 1 is that classroom restructuring 

(open lab-based vs. closed lab-based) of an undergraduate CS 1 course does not 

have an effect on student achievement.

There are several possible reasons for this result. One plausible explanation 

is that the two instructional methodologies were equally successful in facilitating 

students’ comprehension of CS 1 material. This is a reasonable explanation when 

one considers the two instructional methodologies from an educational theory 

perspective. One strategy, the open lab-based class, was related to individual 

constructivism and the other, the closed lab-based class was related to social 

constructivism. Thus, both methodologies were grounded in similar theories and 

both should have a similar effect on student achievement.

Another plausible explanation has to do with the study’s design, which was 

a counterbalanced repeated measures design. This design suffers from several 

unique context threats to internal validity as described in Chapter 3. One type of
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context effect, practice, occurs when performance on a skill improves with 

practice. For example, students’ ability to program improves as they practice doing 

so. As a result, we can surmise that student achievement improved as they 

progressed from the first session to the second session. A second context effect, 

sensitization, occurs when participants, exposed to several treatments, form 

hypotheses about treatment effects and respond to those hypotheses. For example, 

some participants in this study may have hypothesized that the closed lab was 

designed to improve achievement and thus worked harder during the closed lab- 

based session. A final context effect, carry-over, can occur when one treatment 

influences a subsequent treatment. For example, students who participated in the 

closed lab-based session first (completing the labs during class time) may have 

found it difficult to schedule time to complete their labs outside of class during the 

open lab-based session. Although measures were taken to lessen the impact of 

these threats, it is possible that they may have affected the results of this study in 

such a way as to mask the true effect of classroom structure on achievement.

Additional evidence supporting the finding of no difference between the 

two classroom structures is related to power and sample size. Before the start of 

this study, a sample size of at least n = 70 was calculated using a power analysis 

based on a = .05, power = .80, and effect size = .25. The choice of a and power 

were conventional for this type of study. The medium-to-large effect size was 

chosen due to the lack of previous information about effect sizes in similar studies
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and also due to the considerable investment of time and money necessary when 

changing the structure of a class. Thus, there was a p = 20% chance of committing 

a Type II error (i.e., claiming that no treatment effect exists in the population based 

on sample data when in fact such a treatment effect really does exist in the 

population), but only an a = 5% chance of committing a Type I error (i.e., claiming 

an effect exists in the population based on sample data when in fact such an effect 

really does not exist in the population). This P~a ratio of .20 to .05 placed a greater 

emphasis on not committing a Type I error (i.e., the probability of committing a 

Type II error was four times greater than committing a Type I error). Thus, it is 

conceivable that this finding of no significant difference between class structures 

relative to achievement was a victim of these conventional preset power 

parameters. If p were less than .20 (and hence power greater than .8), it is possible 

that a significant effect might have been detected. However, this increase in power 

would also constitute an increase in sample size. Supporting this explanation, note 

from Table 3.3 that the actual treatment effect size was .001, which was much 

smaller than the hypothesized effect size of .25. As a consequence, the size of the 

sample, N=  71, was not sufficient to find a true effect. In order to find this small 

magnitude of an effect, it would have been necessary to increase the sample size 

considerably, which was not practical for this study.

Finally, the no significant difference finding could be related to the type of 

students in the classes. Typical CS 1 students are not prepared for the rigor of the
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course and do not perform well in the course. In the current study, this was 

evidenced by the high percentage of students who either dropped (22%, see Table 

4.7) or received a grade of F in the course. Poor preparation and lack of aptitude 

could possibly lead to poor performances regardless of the type of class structure.

Research Question 2 

What is the effect o f  classroom restructuring (open lab-based vs. closed lab- 

based) o f  an undergraduate introductory computer science class on students’ 

attitudes toward computers and computer courses?

Students’ attitudes were defined as their score on the ACCC (Newby & 

Fisher, 1997). Although the overall MANOVA model was significant, A = .27,

-F26,254 = 9.02, p  < .0001 (see Table 4.8), the MANOVA results related to 

classroom structure (Table 4.9) were not significant, A = 0.005, 7*2, 126 = 0.31 ,p  = 

.73. Thus, the effect of classroom structure on achievement and attitude 

simultaneously was not significant. When the overall significant MANOVA model 

was examined via a follow-up univariate hierarchical analysis of attitude with 

respect to classroom structure (Table 4.13) Set C, which contained the treatment 

and subjects variables, was significant, sR = .44,7*2,128= 37.71 ,P<  .05. However, 

when the factors of Set C were examined individually, the treatment variable, 

which represented group membership (i.e., classroom structure: open lab-based vs. 

closed lab-based) was not significant, sr2 = .001, Fijo = 0.17, p >  .05 (see Table 

4.14). Accordingly, the answer to Research Question 2 is that classroom
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restructuring (open lab-based vs. closed lab-based) of an undergraduate CS 1 

course does not have an effect on students’ attitudes toward computers and 

computer courses.

There are several possible reasons for this result. First, as an affective 

domain variable, attitudes are very difficult to alter, particularly in the relatively 

short time span (7 weeks) of this study. This was further impacted by the relatively 

positive attitudes students in both groups had toward computers and computer 

courses at the beginning of the study (see Tables 4.4, 4.5, and 4.6). With few 

exceptions, those attitudes did not substantially change throughout the study. This 

result is also logical because students who take CS 1 often do so because they are 

interested in computer science and correspondingly have positive attitudes toward 

the discipline in general.

A second plausible explanation has to do with students’ perceptions of the 

instrument used to measure attitudes. It was my perception that students did not 

believe they were to receive any benefit from completing the instrument and I 

suspect that some students did not take the attitude survey seriously. Although I 

observed some students reading each statement and carefully considering their 

responses, others simply marked the middle answer without reading the questions, 

while still others scanned the questions and either marked 5 for the positively 

worded questions or 1 for the negatively worded questions. Thus, although these 

students’ responses were consistent, the results were not an accurate measure of
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their attitudes. This issue of participant honesty when responding to survey items 

is a limitation in all studies in which participants self-report their responses.

A third plausible explanation is that student attitudes are truly not affected 

by class structure. In other words, it is conceivable that the two instructional 

methodologies are equally successful in maintaining students’ attitudes toward 

computers and computer courses. Finally, the results also could have been a victim 

of the p-a ratio, which was discussed earlier.

Research Question 3 

What is the effect o f  the targeted student attributes (gender, 

previous computer programming education, math background, 

and learning styles) on student achievement?

Given both an overall significant MANOVA model, A = .27, F26,254 = 9.02, 

p  < .0001 (see Table 4.8), and a significant follow-up univariate achievement 

model, R = .668, F 13,128 =19.8,;? < .0001, the research factor sets were examined 

hierarchically relative to achievement using the set entry order of A-B-C (see Table

4.10). The results of this analysis showed that Set A, student attributes, contributed 

19.3% of the variability in achievement scores, which was significant, Fs, 133 -  

3.96, p  = .0003. When the individual variables of Set A were examined (see Table

4.11), only the math background factor was significant. Specifically, students 

whose highest level math background was Calculus I averaged 50 points more on 

their achievement scores than those with only a College Algebra background
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(FMi = 19.13, p  < .0001), and students with above Calculus I math background 

averaged 33 points more than students with only a College Algebra background 

(FM =10.91, p <  .0001). Accordingly, the answer to Research Question 3 is that

students’ math background has a significant effect on student achievement, but 

gender, previous computer programming education, and learning styles do not. 

Furthermore, the math background effect was relative only to the Calculus I-  

college algebra and the Above Calculus I-college algebra comparisons.

The significant effect of students’ math background on achievement was 

expected and reasonable given the historical relationship between mathematics and 

computer science. It was somewhat surprising, though, that none of the other 

targeted student attributes were significant, particularly because those attributes 

were purposively selected based on my personal experience teaching CS 1 courses 

and from prior studies. A brief discussion of the math background effect, as well as 

a discussion about the lack of effect for the other attributes follows:

Mathematics Background

Students’ math backgrounds were examined via three comparisons: 

trigonometry-college algebra, Calculus I-college algebra, and above Calculus I-  

college algebra. As noted above, only the latter two were significant. The 

significance of the two groups with high levels of math preparation is reasonable in 

that Students with a higher level of math preparation should have higher 

achievement in computer science because the two fields are closely related in much
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the same way as other sciences are closely related to mathematics. The non­

significance of the trigonometry-college algebra comparison could be related to the 

sample size of this study. Although there were 71 total participants, only 14 

reported trigonometry as their highest level of math preparation. A larger sample 

that included more participants in each group might produce significant results for 

all levels of math preparation. Another plausible reason for the results in the trig- 

college algebra comparison deals with the way the math background variable was 

measured. Only students who took a college trigonometry course as their highest 

level of math preparation were included in the trigonometry group. It is likely that 

many of the students in the group with college algebra as their highest level of 

preparation took a high school trigonometry course. On the other hand, it is 

unlikely that those same students took a high school calculus course. A high school 

trigonometry course background existent in the college algebra only students could 

have provided a sufficient math background to mitigate the significant effect by the 

college level trigonometry course. Finally, both of the schools used in this study 

offer a course that combines college algebra and trigonometry. As a result, one 

possible reason why the trig-college comparison was not significant might be 

because students did not realize that they took a trig course if they took this or 

another such combined course. This makes the comparison problematic because of 

the potential ambiguity in the way students interpreted “trig background.”
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College algebra was treated as the comparison group because it is 

considered a foundation course for higher-level mathematics. It is also the default 

prerequisite math course for CS 1 type courses at many institutions. Independent 

of the college algebra comparisons, additional statistical analyses were performed 

using trigonometry as the comparison group and then again using Calculus I as the 

comparison group. When trigonometry was used as the comparison group, the 

Calc I-Trig comparison was significant (t = 4.223, p  < .0001) as was the Above 

Calc I-Trig comparison (t = 3.225, p = .0016). When the Calculus I group was 

used as the comparison group, the Above Calc I-Calc I comparison was not 

significant (t = -1.461,/? = .1462). In summary, the data confirm that there is a 

strong and significant relationship between CS 1 course achievement and a strong 

mathematics background (i.e., at the level of Calculus I or greater).

Student Gender

In the case of student gender, although twice as many male students (nmaie = 

48) than female students (Mfemaie = 23) participated in the study, gender did not have 

a significant effect on achievement. Given this large difference between the number 

of male and female students, it was surprising that a gender effect in the direction 

of males was not detected. One possible explanation for this result might be related 

to the gender of the instructors. Although a male teacher was the instructor for 

only 7 of the 23 female students, a female teacher was the instructor for 40 of the 

48 male students. This means that a female teacher taught 56 of the 71 students—
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nearly 80%. As a result, it is conceivable that teacher gender might have mitigated 

any possible student gender effect relative to achievement.

A second plausible explanation for the lack of a gender effect is the nature 

of the research design (repeated measures) and the manner in which the data were 

analyzed. One of the advantages of a repeated-measures design is it gives the 

researcher control for subject differences, which represents one of the largest 

sources of variation in most research studies. When left uncontrolled, as in a 

completely randomized design, subject differences comprise part of the error term. 

In a repeated-measures design, though, participants serve as their own control and 

hence the variance due to individual differences is separated from the error term. 

Although this leads to a more precise analysis, it also could have masked any 

potential gender effect.

A third plausible explanation is also related to the repeated measures 

design. Each of the study’s participants experienced both treatments and hence any 

bias in the personal characteristics of the participants was equally distributed 

between both treatment groups. Thus, it is reasonable to conjecture that the 

assignment of all subjects to both treatment groups controlled the possible 

influence of any gender differences among the participants. Another possible 

explanation is grounded in the position that we are now at a state in computer 

science instruction (as well as in society) where gender differences are no longer an
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issue. Lastly, the lack of a gender effect could be related to insufficient power as 

discussed previously.

Previous Computer Programming Education

In the case of previous computer programming education, a plausible 

explanation as to why it did not have a significant effect on achievement lies in the 

manner in which the factor was defined and measured: Students self-reported 

whether or not they successfully passed (with a C or better) a previous computer 

programming course, and based on their response were placed into either a “yes” or 

“no” group. This factor did not take into account students who self-taught 

themselves a programming language. Based on my personal experiences teaching 

CS 1 courses, I suspect that some of the students who reported “no” should have 

been included in the “yes” previous computer programming education group.

Thus, it is possible that if students had accurately reported their past computer 

programming education or if data for this factor were collected in another form 

other than as a dichotomous question, then significance might have been achieved. 

Other possible explanations for the lack of a previous computer programming 

education effect include the impacts of a repeated measures design and insufficient 

power as discussed previously.

Learning Styles

The lack of a learning styles effect was anticipated. This is because learning 

styles was flagged during preliminary analysis as an incorrectly specified variable
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when the data set was examined for compliance relative to the underlying 

assumptions of regression: As reported in Chapter 4, it yielded a zero slope during 

an AVP plot involving the dependent measures. The most plausible explanation for 

this result is that the sample sizes for each learning style were too small to detect 

differences in achievement. Although there were 31 convergers and 22 

assimilators, there were only 10 divergers and 8 accommodators. These small 

learning style groups, especially for divergers and accommodators, would make it 

difficult to discover all but a very large effect on achievement. Other reasonable 

explanations include those associated with the repeated measures design as 

discussed in the foregoing paragraphs.

Research Question 4 

What is the effect o f  the targeted student attributes 

(gender, previous computer programming education, math background, and 

learning styles) on student attitudes toward computers and computer courses?

Given both an overall significant MANOVA model, A = .27, F26, 254 = 9.02, 

p  < .0001 (see Table 4.8) and a significant follow-up univariate attitude model, 

r 2 = .44, F i3) 128 -  7.72 , p  < .0001, the research factor sets were examined 

hierarchically relative to attitude using the set entry order of A-B-C (see Table 

4.13). The results of this analysis showed that Set A, student attributes, contributed 

9% of the variability in attitude scores, which was not significant, Fg, 133 = 1.67, p = 

.11. Accordingly, the answer to Research Question 4 is that the student attributes
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of previous computer programming education, math background, gender, and 

learning styles do not have any effect on students’ attitudes toward computers and 

computer courses.

Again, several explanations are offered for this result. Similar to the 

discussion of Research Question 2, the most logical explanation is that students’ 

previous computer programming education, gender, learning styles, and math 

background are truly not important factors relative to attitude in an introductory 

computer programming course. This implies that other attributes that were not 

targeted might impact their attitudes. This is discussed later in the chapter.

Another possible explanation has to do with the type of student taking this 

course. As noted earlier, initially the students in this study had very positive 

attitudes toward computers and computer courses. With few exceptions, those 

attitudes did not substantially change throughout the study. Their positive attitudes 

did not appear to be affected by anything, including the targeted attributes.

Finally, two other possibilities for not finding an attributes effect on 

attitudes are the small sample size and the Type I-Type II error ratio, both of which 

were as discussed in Research Question 1. Thus, it is possible that by placing less 

emphasis on committing a Type II error (i.e., by increasing power, which results in 

an increase in sample size), the targeted student attributes’ effect on students’ 

attitudes toward computers and the computer course might be detected.
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Research Question 5 

What is the interaction effect between the targeted student attributes 

(gender, previous computer programming education, math background, 

and learning styles) and treatment (open lab-based vs. closed lab-based) 

relative to student achievement?

To answer this research question, an attributes-treatment interaction (ATI) 

model was examined via a univariate hierarchical multiple regression analysis with 

the variable entry order of Set A (student attributes), treatment (i.e., classroom 

structure), and the set of variables representing the interaction between attributes 

and treatment. This model explained 27.4% of the variability in achievement, 

which was significant, R2 = .274, Fn, 124 = 2.75, p  = .0007. However, the 

increment the interaction set made to explaining the variability in achievement 

scores was 8.1%, but this was not significant, sr2 = .081, Fs, 124 = 1.73 ,p >  .05. 

Accordingly, the answer to Research Question 5 is that the interaction between the 

targeted student attributes (gender, previous computer programming education, 

math background, and learning styles) and treatment (open lab-based vs. closed 

lab-based) has no effect on student achievement.

As with the previous research questions, two plausible explanations for the 

results of Research Question 5 are statistically oriented: sample size and power. 

This study’s sample size was chosen to recognize a medium-to-large effect size 

80% of the time. However, if the true effect is small, it would be found in a much
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smaller percentage of samples. Thus, the true effect might be too small for this 

study’s sample to recognize. Furthermore, by increasing power from .8 to .9 or .95, 

which also has a concomitant increase in sample size, it is possible that an 

interaction effect might have been detected.

Other possible explanations, which also have been noted earlier, include:

(1) the assignment of all participants to both groups, which distributes individual 

differences equally between groups; (2) the nature of the research design, which 

separates subject differences from treatment; (3) the length of each treatment (7 

weeks), which might not have been sufficient time to fully develop an attribute- 

interaction effect relative to achievement, and (4) although counter-intuitive, there 

might truly be no interaction effect between the targeted attributes and treatment 

relative to student achievement.

Research Question 6 

What is the interaction effect between the targeted student attributes 

(gender, previous computer programming education, math background, and 

learning styles) and treatment (open lab-based vs. closed lab-based) relative to 

students’ attitudes toward computers and computer courses?

Similar to Research Question 5, this research question was answered by 

examining an attributes-treatment interaction (ATI) model via a univariate 

hierarchical multiple regression analysis with the variable entry order of Set A 

(student attributes), treatment (i.e., classroom structure), and the set of variables
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representing the interaction between attributes and treatment. This ATI attitude 

model explained 12.3% of the variability in attitude scores, but it was not 

significant, R = .123, F\it 124 = 1.03,/? = .4342, and hence no follow-up analyses 

were conducted. Accordingly, the answer to Research Question 6 is that the 

interaction between the targeted student attributes (gender, previous computer 

programming education, math background, and learning styles) and treatment 

(open lab-based vs. closed lab-based) does not have any effect on students’ 

attitudes toward computers and computer courses.

Plausible explanations for the results of Research Question 6 parallel those 

of the Research Question 5: (1) sample size and power were inadequate, (2) the 

assignment of all participants to both groups distributed individual differences 

equally between groups, (3) the repeated measures separated subject differences 

from treatment, (4) the 7-week length of each treatment was too short of a time 

period, and (5) there truly is no interaction effect between the targeted attributes 

and treatment relative to students’ attitudes toward computers and computer 

courses.

Implications Relative to Prior Theory and Research

In this section, implications from this study relative to educational theory 

and previous research are examined. The theoretical foundations and research 

studies presented in Chapter 2 are used to guide the discussion.
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Theoretical Implications

Constructivism

The theoretical foundation for this study was the constructivist perspective 

of cognitive learning theory, which states that students learn better if they construct 

their own knowledge. Such knowledge construction can be done either individually 

(individual constructivism) or as part of a group (social constructivism). In this 

study, the open laboratory class structure was grounded in individual 

constructivism and the closed laboratory class structure was grounded in social 

constructivism. In the former, students completed lab assignments on their own 

time outside of class and used notes from classroom discussions, reference books, 

and compiler-generated error messages to construct both an understanding of the 

lab’s topic and how the topic can be used to solve problems. In the latter, classes 

were partitioned into lecture and lab components and during the laboratory 

sessions, students worked on their lab assignments as part of a classroom 

community by collaborating and sharing with each other their discoveries and 

solutions to the assigned problems.

Additionally, Vygotsky’s (1996) zone of proximal development (ZPD) 

concept was manifested in the closed laboratory-based class by having an instructor 

provide guidance as students worked alone or in pairs to complete the laboratory 

assignments. Vygotsky believed that complex mental processes begin as social 

activities. He posited that children learn through cultural interactions, and that such
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interactions are essential for cognitive development. As was expected, there were 

considerable instructor-student and student-student interactions throughout the 

closed lab-based classes: students asked questions and exchanged ideas with their 

classmates, and they utilized the instructor as a mentor or guide by asking him or 

her to clarify concepts or answer questions about various aspects of the 

assignments. This practice of promoting peer and teacher-student interactions is 

consistent with social constructivism’s basic foundation. In summary, it is 

reasonable to surmise that achievement was “equivalent” between the class 

structures because both were manifestations of the constructivist perspective of 

cognitive learning theory.

Learning Styles

One of the basic tenets of learning theory is that students have individual 

preferences or methods for how they perceive they learn best. For example, some 

students might be visual learners where they favor reading about a topic or 

watching a demonstration, other students might be auditory learners and prefer 

listening to an instructor lecture about a topic, and still others might prefer to “learn 

by doing” (i.e., take a hands-on approach to a particular learning task). As 

explained earlier, Kolb’s (2005) learning style inventory (KLSI-3.1) was used to 

identify participants’ as convergers (those who learn through active 

experimentation and abstract conceptualization), divergers (those who learn 

primarily through reflective observation and concrete experience), assimilators
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(those who learn through reflective observation and abstract conceptualization), or 

accommodators (those who learn by relying on active experimentation and concrete 

experience). The results of the study showed no significant learning style effect. 

On reflection, this result is not surprising because both class structures provided 

students with multiple opportunities to pursue a learning task that was 

commensurate with their learning preference. All students were assigned sections 

to read from the text, they received the same lectures, which were supplemented by 

PowerPoint presentations, they were required to practice the day’s topic via the 

laboratory exercises, and they were expected to ask questions and participate in 

discussions with the instructor and their peers. Thus, it did not matter if students 

were accommodators, assimilators, convergers, or divergers because they all 

rotated between both class structures and they all had the same learning 

opportunities that offered a variety of different learning environments that were 

congruent with the four learning styles. An interesting follow-up question is, if 

students were not provided with multiple learning environments, would we get the 

same or different results? This question is considered later in the recommendations 

section of this chapter.

Implications Relative to Prior Research 

Prior Studies on Class Structure and Laboratories

As noted earlier in this chapter, my study found that classroom restructuring 

(open lab-based vs. closed lab-based) of an undergraduate CS 1 course did not have

188

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

an effect on student achievement. This finding was mostly inconsistent with those 

of Thweatt’s (1994) who also compared, over 2 semesters, student performance in 

a CS1 class that included closed lab experiences with student performance in a 

class that included open laboratory experiences. Thweatt reported that (1) the 

spring closed lab-based group had significantly higher achievement than the spring 

open lab-based group, (2) the combined fall and spring closed lab-based groups had 

significantly higher achievement than the combined fall and spring open lab-based 

groups, and (3) although the fall closed lab-based group outperformed the fall open 

lab-based group, the difference in achievement scores was not significant.

There are several possible reasons for the difference in the results found in 

Thweatt’s (1994) spring and combined classes. First, Thweatt used GPA as a 

covariant and investigated previous computer experience as the only other student 

attribute of interest when he analyzed the spring data. It is reasonable to assume 

that students in the open lab class differed from those in the closed lab class on 

other important characteristics, including mathematics background, because 

students self-assigned themselves to class. This could have contributed to the 

achievement differences of the two classes. This speculation that the groups might 

have been different to begin with is supported in part from the results of Thweatt’s 

findings from the fall sample. During the fall semester, Thweatt matched students 

on GPA and ACT/Scores and then randomly assigned them to a particular group.

As noted in (3) above, Thweatt found no significant achievement effect for the fall
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sample. This suggests that when the groups are similar, which was the case in my 

study (actually, in my study the groups were identical), there is no achievement 

effect, which is exactly what I found. However, when students have the opportunity 

to self-assign themselves to a particular class structure and there is little-to-no 

control to account for student differences, then an achievement effect is present.

A second plausible explanation for our different findings relative to 

achievement is that Thweatt’s (1994) treatment and control groups experienced a 

marked difference in time with the instructor. The closed lab-based classes 

(treatment) benefited from additional instructor time during the weekly scheduled 

2-hour laboratory sessions, which were separate from the lecture portion of the 

class. My classes experienced the same amount of instructor time, and the 

laboratory time for the closed lab-based classes was approximately 75 minutes per 

week. Thus, the achievement effect he found could be attributed to instructor time 

differences and not directly due to treatment.

Finally, a third plausible explanation for the differences in our findings 

could be related to differences in the respective data collection instruments we 

used. In Thweatt’s (1994) study, student performance was assessed by a 

comprehensive final exam developed by a departmental committee. In my study, 

achievement was measured using the aggregate scores from several different types 

of assessments, one of which was an instructor-prepared comprehensive final 

exam. It is conceivable that if I had relied only on a single instrument to measure
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achievement, then I too might have found a significant achievement effect. In 

summary, although my results were not entirely congruent with those of Thweatt’s, 

I believe my results are more credible because of the controls I instituted to 

minimize internal validity threats, particularly those related to differences in subject 

characteristics, and my method of assessing achievement was inclusive.

The results of my study also were not consistent with those of Kumar 

(2003). In his study, Kumar compared the performance of students in two classes 

that included an optional closed laboratory (treatment) with the performance of 

students of two classes from a previous semester that did not include such a 

laboratory (control). He found that student performance improved with closed labs. 

His results also indicated that the treatment group performed significantly better 

than the control group only on the first test. They did no better on the second test 

or the final exam. Again, my study did not show a significant improvement in 

achievement with class structures that included a closed laboratory.

There are many credible reasons for the different results in our two studies. 

The most likely deals with the way in which achievement was measured. Kumar’s 

(2003) student performance was based on students’ final grade, which was 

expressed as a letter grade (e.g., A, B, C, D, F) and not numerically. He constructed 

a histogram that indicated the largest letter grade group for the control classes was a 

B, while the largest letter grade group for the treatment classes was an A. He 

concluded that this indicated more learning took place in the treatment group than
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in the control group. As detailed in Chapter 4, in my study students’ performance 

was measured as the sum of points scored on all achievement instruments. I based 

my conclusions on a multivariate analysis of variance (MANOVA) via hierarchical 

multiple regression. Thus, it is possible that had Kumar used more acceptable 

statistical techniques in analyzing his overall measure of student performance, he 

might have obtained different results. Moreover, Kumar did not perform any 

statistical calculations to show that the change in student performance was 

significant. Thus, he under-analyzed his findings, which infers that he might have 

paid little attention to treatment verification (Shaver, 1984).

A second possible reason for our different results deals with the instruments 

Kumar (2003) used in his study. Kumar did not report giving any attention to 

instrumentation validity and reliability. Furthermore, control students handwrote 

their programming exams while students in the treatment group used a computer 

compiler. According to Fraenkel and Wallen (2003), this change in instrumentation 

is considered an instrumentation threat to internal validity and can create problems 

in the interpretation of the results of a study. A third possible reason why our 

results were different could be related to Kumar’s lack of random assignment. In 

his study, neither students nor intact classes were randomly assignment to treatment 

or control groups. Thus, it is unlikely that the two groups were equivalent on key 

significant student characteristics. Problems with implementation provide a fourth 

plausible explanation for our different findings. Kumar was the sole implementer.
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As a result, it is conceivable that he might have intentionally biased the results.

This might be especially true if he did not take any measures to verify treatment 

fidelity (Shaver, 1984). Additionally in Kumar’s study, the closed laboratory 

classes had 45 minutes per week of extra instructor time. Thus, as was the case with 

Thweatt (1994), students in this group received something extra, which can easily 

account for improved performance. This is similar to students who receive after 

school tutoring sessions and have higher achievement than their non-tutored 

classmates. Finally, the open lab classes from a previous semester did not include 

any kind of laboratory and students did not receive laboratory assignments. Thus, 

as stated above, the students in the treatment group received something extra, 

beyond what students in the control group received. This could have provided 

another justification for improved performance in the treatment group.

In conclusion, Kumar’s (2003) study suffered from several internal validity 

threats, including subject characteristics, instrumentation, and implementation. In 

contrast, I used multiple controls to restrict the influence of such internal validity 

threats, and my method of evaluating achievement was more reasonable. For these 

reasons, I believe my results are more realistic and credible.

The results of my study also were not consistent with those of Wu’s (1997), 

who examined the effects of open vs. closed laboratories in a CS 2 course on 

student achievement. Wu found that students in closed laboratories had 

significantly higher achievement than students in open laboratories. The most
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plausible and logical explanation why our findings are different is that students in 

Wu’s closed lab class used specially designed software that Wu developed to help 

students. Students in the open lab class did not have access to this software. Thus, 

as was the case with Kumar (2003), Wu’s treatment group received something 

extra. If Wu had administered exactly the same instructional strategy and resources 

to both treatment and control group students, which is what I did in my study, then 

it is possible that he also would not have found any significant differences between 

the two class structures relative to achievement.

In contrast to Thweatt’s (1994), Kumar’s (2003), and Wu’s (1997) results, 

the findings of my study were congruent with those of Duplass (1995) and Altitt- 

Wheeler (2005), who independently investigated the effects of closed and open 

laboratories on student performance using students enrolled in computer 

application courses. Although both of these studies were performed on students 

enrolled in non-programming Microsoft Office application-oriented courses, some 

correlations still exist between their studies and mine. Both types of courses, 

applications courses and CS 1 courses, are considered introductory, computer- 

related courses. Although both are generally considered freshman level courses, in 

reality, the makeup of the class usually consists of all levels of student 

classifications. Finally, as an instructor of both types of courses I have found that 

the level of previous experience with computers often is also about the same: word 

processing, surfing the Internet, game playing, and use of email. Duplass and Altitt-
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Wheeler, as did I, concluded that the closed laboratories did not have a significant 

positive effect. Thus, it appears that classes structured to include a closed lab may 

not provide improved performance over classes structured to include an open lab in 

first-level introductory computer-related courses, regardless of whether those 

courses are applications- or programming-oriented.

Prior Studies on Student Characteristics

This study used a repeated measures design in which subjects participated 

in both classroom structures for 7 weeks and their performance on the dependent 

variable was measured throughout and at the end of each 7-week period. Perhaps 

the single most important advantage of repeated measures designs is they enable 

the researcher to control for individual subjects’ differences, which are probably the 

largest source of variation in most research studies. When left uncontrolled, as in a 

completely randomized design, individual differences comprise part of the error 

term. In a repeated measures design, though, participants serve as their own control 

and hence it is possible to identify the variance due to individual differences and 

separate it from the error term. In this study, student differences accounted for more 

than 66% of the variability in achievement scores (see Table 4.11) and 37% of 

attitude scores (see Table 4.14). However, students’ personological and academic 

characteristics were not key research interests of this study. The targeted 

characteristics (i.e., gender, previous computer programming education, math 

background, and learning style) were chosen based on previous studies and were
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incorporated as secondary factors for statistical control purposes. These variables 

were included in the statistical model, because past studies had reported their 

ability to account for some of the variability in achievement. As reported in 

Chapter 2, the results of past studies on student characteristics important to student 

success have been mixed and therefore it is no surprise that this study’s results 

supported some of the conclusions of those studies and refuted others. A 

discussion of the general and direct implications of the current study’s findings 

relative to prior research on student characteristics follows.

Previous computer programming education. As discussed in Chapter 4, 

students who self-reported that they took a previous computer programming course 

prior to enrolling in CS 1 did not have significantly higher achievement or more 

positive attitudes, regardless of the class structure, than those students who reported 

not having taken a previous computer programming course. This finding was 

inconsistent with those of (1) Taylor and Mounfield (1991), who found a previous 

high school computer programming course had a significant effect on achievement; 

(2) Hagen and Markham (2000), who found previous programming experience had 

a significant effect on achievement; and (3) Byrne and Lyons (2001), who found 

that students with previous programming experience performed better than those 

without. In contrast, my result of no significant previous computer programming 

education effect was consistent with those of Butcher and Muth (1985), who found 

no correlation between achievement and a previous high school computer course
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and Wilson (2002), who reported no significant effect on achievement by previous 

programming experience.

One possible explanation for the different findings among these studies, 

including the current one, is the different terms used for “previous computer 

programming education.” Some researchers defined it as previous computer 

programming course, others defined it as previous computer course, and still others 

defined it as previous programming experience. The differences in wording and 

the corresponding differences in definition make comparing results relative to 

students’ prior computer experience problematic.

Another possible explanation for the different results might be 

chronologically based. For example, Butcher and Muth (1985) conducted their 

study in the early-to-mid 1980s when it was less likely for students to have taken a 

high school computer course prior to entering a CS 1 course than it is today. Thus, 

it is not surprising that there was no significant correlation between having taken a 

high school computer course and achievement. On the other hand, Taylor and 

Mounfield (1991), Hagen and Markham (2000), and Byme and Lyons (2001) 

conducted their respective studies during the 1990s and early 2000s, which was a 

period marked by considerable interest in computer-related courses. Thus, it is 

reasonable to expect students with prior computer experience during this period to 

have significantly higher achievement in CS 1. The last and most recent study I 

reviewed, however (Wilson, 2002), did not find such an effect, and now my study,
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which was conducted in 2006-2007, also did not find an effect. The reason for this 

might be related to our current state of affairs where nearly all students have prior 

computer experience thanks to the Internet and various convergence-based products 

such as the Ipod or Iphone. The reader might recall from the Research Question 3 

discussion presented earlier in this chapter that students self-reported whether or 

not they successfully passed (with a C or better) a previous programming course. 

This did not take into account students who self-taught themselves a programming 

language. Thus, it is possible that we are beginning to see a shift from a time when 

previous “formal” computer education was important to achievement to where it is 

no longer relevant.

Concomitant with the chronology discussion in the previous paragraph are 

changes in the CS 1 curriculum. The curriculum for the courses used in this study 

was based on guidelines published by ACM, one of the accrediting agencies for 

computer science programs. Those guidelines have changed several times. For 

example,'ACM published its computer science curriculum guidelines in 1968, 

modified them in 1978, and then modified the guidelines again in 1991. The current 

set of guidelines was published in 2001. Thus, it is possible that the mixed results 

of the impact previous computer programming education has on achievement might 

be related to the changes in ACM’s recommended CS 1 curriculum.

Gender. The declining female enrollment in computer science (Zweben, 

2007) is troublesome especially given reports that the percent of female enrollment
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in colleges is on the rise (Mather & Adams, 2007) as well as female undergraduate 

degrees awarded in math, engineering, and biological and physical sciences (NSF, 

2004). One possible reason for this decline is that females don’t like computer 

science. The results of my study refute this argument: There was no significant 

difference in attitude between male and female students. Another possible 

explanation is that females do not perform as well in computer science. The results 

of my study also refute this argument: There was no significant student gender 

effect on achievement. My findings are consistent with those of Wilson (2002), 

Byrne and Lyons (2001), and Pillay and Jugoo (2005); they were not consistent 

with those of Bergin and Reilly (2005), however, who found that gender had a 

significant effect on achievement.

There are several plausible reasons for the difference in my results and 

those of Bergin and Reilly (2005). The first concerns locale. Bergin and Reilly 

conducted their study at the University of Ireland whereas I conducted mine at two 

universities in Alabama. It is conceivable that students in Ireland have not 

progressed beyond gender differences as well as we have in the U.S. Additionally, 

Bergin and Reilly’s sample consisted of only 30 students, which was much smaller 

than my sample of 71. Sample size notwithstanding, though, our two studies 

involved different target populations, and hence the results of my study are more 

credible for U.S. students in GS 1 type courses.
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Math Background. My study’s result of a significant previous mathematics 

background effect on achievement was consistent with the findings of Butcher and 

Muth (1985), Byrne and Lyons (2001), Wilson (2002), and Bergin and Reilly 

(2005). In each of these studies, the method used to measure math background was 

different: Butcher and Muth used students’ ACT math scores, Byrne and Lyons 

used scores on the Irish Leaving Certificate examinations, Wilson used the number 

of semesters of math courses taken in high school, Bergin and Reilly again used the 

Irish LC scores, and I used the highest level of college math course taken. It is 

interesting to note that in spite of these disparate methods of measuring math 

background, all the studies reported a significant effect by math background on 

achievement. This gives greater testimony to the importance of a proper 

mathematics background for success in CS 1.

Studies on Learning Styles. As noted earlier, I was unable to find a 

significant learning styles effect. This result was inconsistent with the findings of 

Davidson and Savenye (1992) and Crosby and Stelovsky (1995). However, 

Avitable’s (1998) attempt to recreate the Crosby and Stelovsky’s study also 

resulted in a finding of no significant effect by learning styles. Moreover, Byme 

and Lyons (2001) found no significant effect in their study of learning styles and 

their effect on CS 1 students. Comparing the results of these studies is problematic 

because of the different learning style scales used in each study. Crosby and 

Stelovsky (1995) and Avitable (1998) used the Myers-Briggs Type indicator
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(Meyers, 1962, 1975), Davidson and Savenye (1992) used the Gregorc (1984) Style 

Delineator, and Byrne and Lyons (2001) and I used Kolb’s (2005) Learning Style 

Indicator (KLSI). Suffice it to say that the two studies that used the KLSI (mine 

and Byrne and Lyons) were consistent in their findings.

Implications fo r  Educational Practice 

The findings of this study suggest that both types of class structures (open 

lab-based and closed lab-based) equally prepared students for the programming 

assignments and unit tests. It also appeared that neither affected their attitudes 

toward computers and computer courses. In the current atmosphere of declining 

student interest in the Computer Science major, it is important for educators to 

carefully consider where to allocate resources such as computers and classroom 

space. Additionally, courses must be made as attractive and accessible to today’s 

student as possible. Based on the results of this study, educators who are faced 

with a decision between equipping or upgrading classrooms as computer 

laboratories might opt for less expensive, more pragmatic open lab-based class 

structures for their Computer Science I classes without jeopardizing the 

achievement or attitude of their students. The reality is that many schools already 

have up-to-date classrooms equipped as computer laboratories for their computer 

science classes. Instructors in this situation can (1) continue to use closed lab- 

based class structures (2) change over to open lab-based class structures allowing 

more time for student questions and discussion, or (3) use a mixture of the two
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allowing students to work on the laboratory exercises in-class when time allows, 

sending them home to complete the exercise when class time is short.

Computer science instructors are interested in identifying students who may 

have trouble in their classes and finding ways to help such students. This is the 

fundamental rationale behind studies that attempt to discover student characteristics 

that significantly affect student performance. As noted earlier, the findings of this 

study stress the importance of math background and relative unimportance of 

gender, learning style, and previous computer programming education.

Furthermore, when the results of this study were compared to previous studies 

relative to math background, the preponderance of evidence supports the claim that 

math background is an important, robust characteristic for computer science 

students. This implies that students with a poor math background (in the context of 

the current study, this infers less than a Calculus I background) should be advised 

to improve their math skills before attempting computer science courses. 

Additionally, instructors can use math background as a litmus test to determine 

students who need extra help.

The relative unimportance of both gender and previous computer 

programming education is an important implication for practice. In the case of 

gender, although concern over the shrinking number of female computer science 

majors and students is well founded, it appears that those females who are taking 

CS 1 are doing as well in the course as their male counterparts. This implies that
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the direction computer science educators should take to increase female 

participation in CS l ’s recruitment. Efforts toward retention should not be gender 

specific. In the case of the student attribute previous computer programming 

education, it appears that preparatory computer programming courses do not 

significantly increase student performance in CS 1. Thus, such courses as the 

currently popular CS 0 course that many schools are adding to their curriculum as a 

prerequisite for CS 1, need to be studied to ensure that the expense, time, and effort 

spent on such courses is significantly beneficial to students.

Generalizability, Limitations, and Delimitations 

Generalizability

Generalizability (also called external validity) has two kinds, population 

generalizability and ecological generalizability. Population generalizability is the 

extent to which a study’s sample represents the target population. Ecological 

generalizability is the extent to which the study’s results can be applied to other 

settings (Fraenkel & Wallen, 2003). With regard to population generalizability, the 

content and objectives of the CS 1 course used in this study were standard to CS 1 

type courses in colleges across the United States, the target population for this 

study. Additionally, the students of this study were found to be representative of 

students in other CS 1 classes across the U.S. in academic major, gender, race, and 

national origin (see Chapter 3). Conversely, it is difficult to ensure that the sample 

used in this study was representative on all important characteristics. For example,
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it is difficult to be certain that 4-year public college students are similar to 4-year 

private college/university students, or that students attending an Alabama 

university are the same as students in a California university. In spite of these 

concerns, it is likely that this study has a high degree of population generalizability.

In regard to ecological generalizability, it is probable that the results of this 

study could be broadened to other CS courses where laboratories have been used, 

such as CS 2 or Data Structures. Students in these early courses are similar to those 

in CS 1 courses and their content is a continuation of the content in CS 1. To help 

facilitate ecological external validity, all aspects of this study are fully detailed in 

this dissertation. However, it is the reader’s responsibility to determine whether this 

study’s results are pertinent to other particular settings. Finally, given the relative 

dearth of such studies, it is my hope that this study will encourage other researchers 

to examine the effects of classroom restructuring (open lab vs. closed lab) on 

achievement and attitude to help enhance the current body of literature in this area.

Study Limitations and Delimitations 

The results of all educational research are restricted by the limitations and 

delimitations associated with a study. As noted in Chapter 1, limitations are events 

or conditions outside the control of the researcher that limit the generalizations of 

study results; delimitations are additional restrictions imposed by the researcher 

that further limit the study. A discussion of this study’s 3 limitations and 11 

delimitations, which were presented in Chapter 1, are duplicated here for the
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reader’s convenience. Any interpretations of the study’s results should be 

considered relative to them. Following this listing, a set of recommendations for 

future research relative to the study’s limitations and delimitations is provided and 

discussed.

Limitations

1. Sample selection and participant assignment. A sample of convenience was 

used for this study and consisted of intact classes of students who self-enrolled 

in the targeted course, Computer Science 1. Neither random selection of 

participants nor random assignment of individual participants to treatment order 

was possible. This limitation was mitigated somewhat by the initial random 

assignment of intact classes to treatment order coupled by the rotation between 

schools and semesters. Similar studies should take into account the self­

enrollment nature of this sample as well as the use of intact classes.

2. Course Curriculum. The content of the targeted course, Computer Science 1, 

was designed to match the recommendations of the ACM curricular guide 

(ACM, 2001). This is the accepted standard for CS 1 type courses throughout 

the United States. Additionally, all programming was done in C++ on IBM 

compatible microcomputers using Microsoft Windows XP as the operating 

system. This was the default language and hardware platform at the targeted 

universities. The reader should note that many schools use different languages
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and operating systems. Thus, any generalization of these results should be 

considered relative to the language and operating system used.

3. Student Demographics. The demographics of the sample used in this study, 

which affected its results, were beyond my control. Students who comprised 

this study were a mixture of freshmen, sophomores, and community college 

transfers with junior status. The majority of the participants were computer 

science, computer information system, and math majors. The targeted student 

characteristics of gender, previous computer programming education, and 

learning styles had no significant effect on achievement or attitude, but math 

background was found to have a significant effect on achievement. Similar 

studies with different sample demographic conditions might result in different 

findings.

Delimitations

1. Study location. The sample was comprised of students who were attending one 

of two public regional liberal arts universities located in northern Alabama. 

These schools were selected due to their convenience for the researcher. 

Although a comparison analysis of available schools’ and U.S. colleges’ 

undergraduate computer science student demographic data indicated that the 

sample from these two schools was reasonably representative of all U.S. 

colleges, it is possible that studies using other locales could have different 

results.
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2. Time of study. The sample consisted of students who self-enrolled for credit in 

an introductory computer science course during one of two 14-week semesters: 

Fall 2006 and Spring 2007. Computer science is a rapidly changing field.

Thus, previous or later studies, or studies conducted during the summer term, 

could result in different findings.

3. Duration of the study. This study was implemented in 2 consecutive semesters. 

This was necessary because a sufficiently large sample size based on power 

analysis was not feasible in a single term due to historically low per-term 

enrollment in the introductory computer science course at the targeted 

universities (M -  20 per school). Semester and school variables were included 

in the statistical analysis to control for potential semester and school effects. If 

the study were limited to 1 semester or extended over a greater time, it might 

have provided different results. Only studies with similar durations should be 

compared to this study.

4. Study design. A counter-balanced repeated measures design was used for this 

study. Each semester was divided into two equal sessions and participants from 

four intact classes (two classes per semester) experienced treatment and control 

(i.e., class structures), one each session. This design was chosen due to 

circumstances at the participating institutions. Other study designs could lead 

to different results.
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5. Achievement instruments. This study measured student achievement using 

researcher-prepared laboratory activities, programming assignments, and multi­

chapter unit tests based on traditional introductory computer science textbooks, 

lab manuals, and textbook-provided chapter tests. These instruments were 

reviewed for content validity by the researcher. They also had a calculated 

reliability coefficient between .74 and .83, which exceeded the generally 

accepted minimum measure for deriving inferences within educational research 

(Cohen et al., 2003). It is possible that different instruments could yield 

different results.

6. Instrument scoring. Researcher-designed rubrics were used to score 

programming and laboratory assignments. Two of the participating instructors 

scored the instruments. The inter-rater reliability of .93 indicated acceptable 

consistency between scorers. Because student achievement results were 

directly related to these rubrics and by the scorers’ interpretations of how to use 

them, different results might be achieved with different rubrics or scorers.

7. Participating instructors. The researcher, a female assistant professor with 20 

years teaching experience (10 years teaching computer science courses), was 

the class and lab instructor for the classes at UNA. A male adjunct professor 

with 10 years experience teaching computer science courses was the class and 

lab instructor for the fall class at ASU. A female assistant professor with 8 

years experience teaching computer science was the class and lab instructor for
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the spring class at ASU. Although instructor differences were examined 

indirectly via the school/semester variables of Set B, it is still conceivable that 

they may have contributed in part to this study’s results. The reader is 

cautioned not to ignore this potential instructor effect in comparison studies.

8. Class design. All groups received 150 minutes of classroom time per week. 

The control group had 150 minutes of lecture plus class discussion, and the 

experimental group had their instruction time divided between lecture and 

laboratory. This design of integrating the closed lab into the regularly 

scheduled class time was chosen due to restrictions at the targeted schools. 

Readers should take this into account when comparing results from other 

studies that use a longer laboratory scheduled separately from class time.

9. Attitude instrument. Attitudes were assessed using Newby and Fisher’s (1997) 

Attitude towards Computers and Computer Courses instrument, which was 

designed to measure college level students’ attitudes taking a computer science 

course with a laboratory. Although the reliability coefficient of this instrument 

based on sample data was .95, different results might be found using a different 

attitude scale.

10. Learning styles. Students’ learning styles were assessed using Kolb’s (2005) 

Learning Style Inventory-Version 3.1 (KLSI-3.1). As noted earlier in this 

chapter, there are several different methods to categorize students’ learning 

styles. Thus, it is conceivable that studies using a different learning styles
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instrument [e.g., the Myers-Briggs Type indicator (Meyers, 1962,1975) or the 

Gregorc (1984) Style Delineator] most likely will get different results.

11. Achievement measure. Achievement was measured using the scores obtained 

from unit exams, laboratory assignments, and programming assignments. The 

weighting of these different assessments relative to students’ final achievement 

scores was researcher-determined and based on her teaching experience. Other 

studies that use different assessment methods or weights to measure 

achievement might obtain different results.

Recommendations for Research 

The primary purpose of this study was to determine the effect of two 

different class structures (open lab-based vs. closed lab-based) on students’ 

achievement and attitudes toward computers and computer courses in an 

introductory computer science course (CS 1). In previous sections of this chapter, 

inferences and implications about the findings were discussed, and a discussion 

about the study’s generalizability and limitations and delimitations were provided. 

In this section, three different but related sets of recommendations are presented: 

recommendations for future research relative to the study’s limitations, 

recommendations for future research relative to the study’s implications, and 

recommendations for practice relative to these implications.
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Recommendations fo r  Future Research 

Relative to Study Limitations and Delimitations

1. Students were not randomly selected and intact classes were used for this 

study. This is a common situation in educational research. The reality of 

performing a study in an academic setting limits the choices of the 

researcher. Thus, to validate or refute the findings of this study, it is 

recommended that it be replicated at other colleges.

2. All programming was done in C++ on IBM compatible microcomputers 

using Microsoft Windows XP as the operating system. Many schools now 

use other languages such as Java in the introductory programming course 

and encourage the use of other platforms, especially the use of Linux as the 

default operating system. Using a different language or a different 

operating system could result in different conclusions. Thus, it is 

recommended that this study be replicated under these differing conditions.

3. The majority of the participants in this study were computer science, 

computer information system, and math majors. Although CS, CIS, and 

mathematics represent the most common majors of students who take CS 1, 

it is not uncommon for students of other majors to also take CS 1, including 

students majoring in engineering, information technology (IT), business, or 

software engineering. As a result, if appropriate sample sizes are available,
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it is recommended that this study be replicated using students of these and 

other majors.

4. This study was preformed at two public regional liberal arts universities 

located in northern Alabama. In order to validate its findings and its 

ecological generalizability, it is recommended that similar studies be 

conducted at other universities located on other parts of Alabama and 

throughout the nation.

5. This study was implemented during the 2006-2007 school year. Due to the 

rapid, ever-changing nature of students in computer science courses and the 

field itself, it is recommended that similar studies be conducted on a fairly 

regular basis to capture any changes that might be contrary to those of the 

current study.

6. In an effort to obtain a larger sample, this study was conducted over 2 

consecutive semesters, fall and spring of the 2006-2007 school year. 

Although there were differences between each semester’s schedule (e.g., 

number of class meetings and observed holidays), as well as differences 

between the students in each group, a variable that was used to capture a 

possible semester effect showed no significant differences between the 

achievement and attitude measures. Because of the potential for a semester 

effect, it is recommended that future studies similar to the current one be

212

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

conducted over a single semester to mitigate or eliminate the potential for 

confounding results from different semester schedules.

7. This study had a counterbalanced repeated measures design. A repeated 

measures design is usually not used in situations where there is a significant 

building effect, for instance, the one inherent in a programming course such 

as CS 1. Counter balancing the order of treatment was used to mitigate this 

building effect. Future studies to replicate this experiment should consider 

using an experimental design or a qualitative research method or 

complementing the quantitative results with additional qualitative data such 

as interviews, observations, and open-ended questions on surveys.

An associated problem was the manner in which participants were 

assigned to treatment or control groups: Intact classes were used with 

random assignment of the order of treatment (i.e., open lab-based first or 

closed lab-based first) using a repeated measures subject design with 

counterbalancing. Obviously, random assignment of participants to groups 

would have been preferred. In reality, this is often not feasible within the 

constraints of an educational setting. Although independent variables of 

semester, school, and the interaction between semester and school captured 

the effect of the treatment/control order and were not significant, it is 

recommended that this study be replicated using random assignment to 

treatment order to see if the results differ from those of the current study. It
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would also be interesting to see if the results would be similar to an effects- 

type causal-comparative design. Thus, a related recommendation is to 

examine a set of data from this design perspective.

8. Achievement results were based on laboratory exercises, programming 

exercises, and unit exams constructed by the researcher. Scores on unit 

exams made up approximately 72% of the achievement score. Because the 

majority of similar studies conducted to date have relied on only a single 

achievement measure (e.g., final exam score), it is recommended that future 

studies similar to the current one use multiple achievement measures.

9. Laboratory and programming exercises were scored using two researcher- 

constructed rubrics. These rubrics were validated by the researcher as an 

experienced computer science teacher. Further studies should improve on 

these rubrics or use them and build on their reputation as valid and reliable 

instruments. Additionally, the unit exams contained dichotomous questions 

and were manually scored. Manual scoring can lead to errors. It is 

recommended that machine scoring be used for future studies for 

dichotomous questions and that future researchers include other types of 

questions for the unit exams.

10. Three instructors implemented this study: I implemented it during the fall 

and spring terms at UNA, a second instructor implemented it during the fall 

term at ASU, and a third instructor implemented it during the spring term at
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ASU. Although no instructor differences were found, it is important to note 

that instructor differences were not directly measured but were instead 

measured indirectly via the school/semester variables. As a result, future 

studies similar to this one should incorporate a method to examine a 

potential instructor effect directly and not indirectly. Also, because it is 

possible that my expectations and biases might have influenced my 

performance as an instructor or the performance of my students, a related 

recommendation for future studies similar to the current one is to have the 

researcher not participate as an instructor but instead serve as an observer.

11. In this study students received the same amount of instructional time, 150 

minutes per week. Each treatment also received approximately the same 

amount of lecture time. In the open lab-based class, time was allotted at the 

beginning of the class for discussion on the previous lab assignment and at 

the end of class for questions about the days lecture. In the closed lab-based 

class time was allotted at the end of each class to work on the laboratory 

assignment. It is possible that the discussion and question time allotted in 

the open lab-based class but not in the closed lab-based class may have 

affected the results of this study. Similar future studies should use other 

activities during the extra instructor time of the open lab-based class.

12. This study measured students’ attitudes using Newby and Fisher’s (1997) 

Attitude towards Computers and Computer Courses (ACCC). The ACCC is
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is a fairly long instrument and other researchers may find using one or two 

of the subscales more suitable. Alternatively, researchers of future similar 

studies should consider whether the ACCC is appropriate for their purposes 

and might consider using a different attitude scale or constructing their own. 

Researchers might also want to consider complementing attitude measures 

with classroom observations and student interviews.

13. Kolb’s (2005) Learning Style Inventory-Version 3.1 (KLSI-3.1) was used in 

this study to assess students’ learning styles and two dominant learning 

styles were detected: assimilators and convergers. Given this result, 

researchers of future studies similar to the current one might consider a 

purposive sample that ensures all learning styles are well represented. A 

related recommendation for future research is to replicate this study using a 

different learning style assessment and see if the results are similar to those 

found in this study.

14. This research used a combination of laboratory assignments, programming 

assignments, and unit test scores to measure achievement. There is no 

accepted standard way to measure achievement in computer science 

courses. New research should be designed to investigate differences or 

similarities in common methods of measuring achievement in computer 

science courses.
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Recommendations fo r  Future Research Relative to Implications

1. A power analysis performed in preparation for this study resulted in a 

minimum sample size of 70. For this analysis, alpha was set at .05 and 

power at .80. Because no information was available on which to judge the 

actual effect size, an effect size of .25 was chosen. This was a generic effect 

size often used is such situations and recommended by Cohen et al. (2003). 

This choice of a medium-to-large effect size was also justified by the 

considerable effort and expense necessary to implement and maintain 

classes structured to include a closed laboratory. The final sample size of 

71, doubled to 142 due to the repeated measures design, was larger than the 

desired one, however, the final effect size was much less than the 

hypothesized .25. As was stated earlier, a possible explanation for not 

finding a significant effect could be associated with the alpha, power, and 

sample size used in this study. Consequently, it is recommended that future 

similar studies use a larger sample size. A larger sample size will increase 

power and the chance of detecting a small effect. There should be a 

balance, however, among the three parameters of alpha, power, and sample 

size. A very large sample increases the probability of finding a statistically 

significant effect that is so small that is has no practical significance.

2. A second recommendation for future research is relative to some of the 

student characteristic variables used in this study. The choice of student
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characteristics included was based on extensive literature review and was an 

attempt to remove the effects of subject characteristics on attitude and 

achievement prior to investigating the effects of treatment. The targeted 

student characteristics of gender, previous computer programming 

education, and learning style, were not significantly related to either of the 

dependent measures. This could have been due to the small size or 

homogeneous nature relative to these characteristics of the sample. 

Therefore, a recommendation for future research is to replicate this study 

using a larger more diverse sample, or to conduct other similar computer 

science-related studies that involve a more diverse sample of college 

students. Alternately, it could be that these subject characteristics are not 

important to student achievement or attitude. Thus, future studies should 

consider not including gender, previous computer programming education, 

or learning styles as variables. The use of fewer independent variables 

would allow for higher power with the same sample size.

3. As noted above, learning style was not found to significantly affect

achievement or attitude. The design of the two class structures (open lab 

bases and closed lab-based) provided a variety of different learning 

environments that were congruent with the four learning styles. A 

suggestion for future research is to investigate what would happen if these 

multiple learning environments were not provided.
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4. This study, in agreement with past studies, found that math background was 

significantly related to achievement. Thus, future research studies involving 

similar participants, with achievement as a dependent measure, should 

include math background as an independent measure whose influence 

should be removed before calculating the significance of the study’s 

treatment.

5. This study found there was a significant difference between the 

achievement scores of students with a just a College Algebra course and 

students with Calculus I as their highest level of math preparation and 

between students with just a College Algebra course and students with math 

courses above Calculus I. Students with Trigonometry as their highest math 

did not perform significantly better than those with only a College Algebra 

course. This breakdown of math background into specific course categories 

needs further study to determine which math courses most benefit students 

in early computer science courses. For example, it is possible that students 

who took a precalculus-trig course did not realize that they had taken a 

trigonometry “course” and this might explain why the trig-college algebra 

comparison was not significant. It is also important to consider whether 

high school math courses produce the same effect as college math courses. 

Finally, other studies should consider whether the type of calculus course 

(e.g., business calculus, Calculus I with early trig, or Calculus I offered

219

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

during a 10-week term vs. a 15-week term) affects the level of significance 

of the math background results.

6. Of the targeted student characteristics, only math background was found to 

have a significant effect on student achievement. Thus, one suggestion for 

future research is to investigate other student characteristics that were not 

targeted, such as student age and major. Additionally for CS and CIS 

majors this is a gateway course, while for other majors this is a terminal 

course. This situation is shared by other courses such as college algebra. It 

is either a terminal course or a gateway course depending on the major of 

the student. Thus, like CS 1, not only does it consist of students who have a 

wide diversity in math ability and background, but students view the 

purpose of the course differently. This makes it difficult for teachers to 

teach such courses. It is possible that the student characteristics of age and 

major would have a significant effect and future studies should consider 

using them as variables.

7. The student characteristic of previous computer programming education did 

not have a significant effect on either student achievement or attitude. At 

both of this study’s targeted schools, a pre-CS 1 programming course is 

offered. As evidenced by several articles and conference presentations 

(e.g., Bruce, Fowler, Guzdial, King, & Woszxynski, 2005; Cook, 1997; 

Dierbach, Taylor, Zhou, & Zimand, 2005; McFarland, 2004; Mitchell,
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2001) this “CS 0” course is gaining in popularity. Controlled studies need 

to be performed to discover the benefits of such a course and to determine if 

it is worth the time, effort, and expense for both students and schools.

8. Finally, this study included two dependent variables, achievement and 

attitude. The attitudes toward computers and computer courses of a large 

percentage of the students in this study were initially very positive and did 

not change significantly. Consequently, it is recommended that future 

studies do not include attitude as a dependent measure.

Recommendations fo r  Practice Relative to Implications 

This study was one of a very few studies that compared the effects of class 

structure (open lab-based vs. closed lab-based) on achievement and attitudes of 

computer science students. As a consequence, recommendations for practice should 

be viewed with caution. However, the implications of this study warrant several 

recommendations.

1. Instructors in CS 1 type courses cover many different topics during the 

semester. Some of these topics are straightforward and fairly easy to 

explain, allowing time for a closed laboratory exercise. Other topics, 

however, are more difficult and time consuming. It is unlikely that 

instructors would wish to shorten lecture and class discussion time on these 

difficult topics in order to incorporate a closed laboratory exercise. Golden 

(1990) advocated balancing the constructivist approach with more
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traditional approaches. The results of this study imply that both class 

structures (open and closed lab-based) are equally beneficial. Thus, one 

recommendation for practice relative to this study’s implications is 

instructors of CS 1 type courses should feel free to encourage their students 

to complete short laboratory assignments during class, time permitting, or 

as an alternative, as homework assignments.

2. An implication of this study was the role of math background in 

determining student achievement. Instructors are encouraged to survey 

their students to determine their math background and use this information 

to identify students who may need extra attention.

3. At the researcher’s home school, several students who took part in this 

study continued in the computer science major and took the CS 2 course the 

following semester. These students were disappointed to discover that the 

CS 2 course did not include regular laboratory activities. They commented 

that they found that the labs (1) made it easier to understand the topic, (2) 

helped them prepare for the longer programming assignments, and (3) kept 

them working each class session so they didn’t get behind. These comments 

suggested that the laboratory activities were an important contribution to 

their meaningful learning set (Ausbuel, 1960). Thus, instructors are 

encouraged to develop very short laboratory assignments similar to those 

used in this study for other computer science programming courses.
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4. During the course of this study, students who missed classes and thus did 

not turn in laboratory assignments on time were penalized. This procedure 

created problems with the instructors at ASU and the students at both 

schools. It is therefore recommended that instructors who intend to use the 

class structures of this study allow ample time for laboratory assignment 

completion and make-up in the event of extended student absences.

5. In preparing for this study, I was surprised to find few studies conclusively 

indicating that closed laboratory-based classes were superior to open 

laboratory-based classes. It is my perception that the prevailing belief of 

computer science instructors is in favor of classes structured to include 

closed laboratories. This is not astounding because it is a reasonable 

assumption, albeit not one supported by research. There is a need for 

teacher professional development at the college level to inform teachers 

about the value of research and the need to stay current not only in their 

field of expertise, but also in the methods of teaching their subject. 

Therefore, a final recommendation for practice is that schools and 

universities should institute an on-campus schedule of methods related 

professional development opportunities and should encourage its instructors 

and professors to attend off-campus conferences featuring similar topics.
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Sample of KLSI -  3.1

L EA R N ] N C -S T Y L E  IN V E N T O R Y

T h e  L aam lJig -S ty lo  I n v e n to r y  describes th e  w a y  y o u  le a r n  a n d  h o w  y o u  d e a l  w i th  Id&as a n d  d a y -C a ^ ia y  s itu a tio n *  la  y^m r 
h k .  B * \hw  a rc  12 s e n te n c e s  w i th  a  c h o ic e  c£ e n d in g ! .  R a n k  th e  e n d in g s  fee  e a c h  s e n te n c e  a c c o rd in g  to  h o w  w e l l  o u  th in k  
e a c h  c c v  tits w i th  h o w  y e n  w o u l d  g o  a b o u t  le a rn in g  so m e th in g . T ry  to  reca ll som e- re c e n t  s itu a tio n s  w h e r e  y o u  h i d  to  
le a rn  s c m a th ln g  n e w ,  p e r h a p s  In  y o u r  ja b  o r  a t  s c h o o l  T h e n , u c ln g  th e  tp a c e s  p ro v id e d ,  r a n k  1  ‘ 4 "  fo r  th e  s e n te n c e  
e n d in g  th a t d e s c r ib e s  h o w  y o u  l e a r n  nrsi, d o w n  to  a  "*1* fo r  th e  s e n te n c e  e n d in g  th a t  s e e m s  l e a s t  l ik e  th e  w a y  y o u  lea rn .
Be sure to rank ail the endings tor each sentence unit Fleasedo nctmakai-Ues.

E x a m p le  o f  c o m p le te d  s e n te n c e  set*

1. V .rw n llc a m : 2 -  ] a m  h a p p y . _ L _  l a m  fast. X  la m lo ^ k o L  I am  careful.

R em  e in  b e n  4  -  lik e  y o u  3 - s re d n r fm a rf  t ik e  y o u  2 -  th ird  msst lik e  y o u  1 -  tn v f  l ik e  y c u

A B C D

I . W h e n  I l e a r n :
—

1 l i k e  t o  d e a l  w i t h  
n r y  i c c i n g ? ' .

— I  I l k a  t o  t f i t n l :  a k o u t
i l l . a : .

—
I l i k e  t o  fee  d o i n g  
t h i n g s .

—
1 l i k e  t o  w a t c h  a n d  
t o w n .

2 , 1 I s o m  b a s t  
w h a m

_ I  E f e to n  a n d  w a t c h ,  
c a r r f u l l y .

— I  r e l y  a n  l o g i c a l  

i t i k t k a n g .
- -

1 t r u s t ,  m y  h u n c h e s  

a n d  t a s i i r g s .
—

1 w o r l t t w d  t o g e t  

t h i n g s  d a n e .

3 . W h s n  I  a m  
k a m n g —

1 i c n  d  t o  r  e a s o n  
t h i n g s  O U :.

— t  a m  r a s p o i w l M a  
a b o u t  t i l i n g ; . —

1 a m  q u 'i e t  o i u l
M S fc Y T td . —

1 h lV C  S t f C f t f  
i e c f r r g f  a n d  

r a a c t t c n ^ .

4. 1 U a m b y
—

A « l i n & — d o i n ^ .
—

w j K f t j n g .
—

t h i n k i n g .

5 . W h e n  I  t e a m :
—

i n
esq

—
1 l i k e  to  t r y  t h i n g s  
o u t .

6. W h e n  l a m

t e a m r &
—

l a
F

SAMPLE
—

1 a m  a  l o g i c a l  
p e r s o n .

7. 1 l e a r n  b a s t  t r e a t :
—

Ofc
—

a c h a r c e  t o  t r y  f f t n  
a n d  p r a a i r c . '

8. W h e n  l  t e a m : _ 1 l i k e  t o  s e e  r e s u l t s  
t e e n  m y  w o r k

— [  U k a  id u f a ;  a n d  
t t a o r f o .

_ 1 t a k e  m y  t i m e  b e f o r e  
a c t i n g .  ’

—
1 A nal p e r s o n a l l y  
r r v c i v o d  i n  t h i n g s .

<). I  t e a m  b a s t  
w h e n :

_ 1 r e l y  o n  m y  
o b s u r r a t i n m .

— t  r  e l y  o n  m y  
f e e l i n g s .

—
I c a n  t r y  t h i n g s  o u t  

f e e  m y s e l f .
—

1 r e l y  c h  m y  i d e a s .

1 0 . W h e n  I  a m  
l e a r n i n g

—
1 a m  a  t r a o r a i d  
p e r s o n .

— [  a m  o n  a x c p t f n g ;  
p e r s c n .

—
] a m  a  r a p o n s f e f c
p e r s o n .

—
1 a m  a  r a t i o n a l
p e r s o n .

1 1 . W h e n  [ L e a r n : _ 1 g e t  h i T o t v e d . — l  l i  t e  t o  o b s e r v e .
—

1 e v a l u a t e  t h i n g s .
—

1 l i k e  i o  b e  a r r i v e .

I Z 11 e a r n  t e a *

w h e n :
~

1 a n a l y z e  i d e a s . — t  a m  r e c e p t i v e  a n d  
o p t s v m k i d o d .

—
! a m  c a r e f u l

—
T a m  p r a a A a l

s ta y  t* n p m d u c a d  a r  tnwu:cUt«d In any  ftren ce  by jtny m **m  ytt&isuk f t c a i i i i m  In w riting fm tn  ih* 
H ayC jc-up  I Li Kurtiirpfc^i A v«..Bc*trn, M A C*23 Ih. T tU pbor* ] 2KH 71*? K F i •' lfr]74254K D .
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Attitude towards Computers and Computer Courses Scale

Below are 28 statements about computers and computer science that represent a variety of opinions. 

This is not a test and there are no right or wrong answers. Please read each statement carefully and 

then circle the number that most closely corresponds to the way you personally feel about the given 

statement. The number you circle should correspond to the following scale.

Strongly Disagree Disagree Undecided Agree

1 2 3 4

1. I do not think I will ever use what I learned in this class.

1 2 3 4

2. I feel comfortable when a conversation turns to computers.

1 2  3 4

3. Studying about computers is a waste of time.

1 2  3 4

4. It is fun to fmd out how computer systems work.

1 2 ' 3  4

5. This class is providing me with skills I expect to use in the future.

1 2 3 4

6. I feel at ease when I am around computers.

1 2  3 4

7. My future career will require a knowledge of computers.

1 2 3 4

8. I enjoy using a computer.

1 2  3 4

9. This class is increasing my technical skills.

1 2  3 4

Strongly Agree 

5
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Strongly Disagree Disagree Undecided Agree Strongly Agree

1 2 3 4 5

10. Working with a computer makes me very nervous.

1 2 3 4 5

11. I cannot imagine getting a job that does not involve using computers.

1 2 3 4 5

12. I th ink w ork ing  with computers w ould  be enjoyable and stimulating.

1 2 3 4 5

13. I am gaining few useful skills from this class.

1 2 3 4 5

14. I get a sinking feeling when I think about trying to use a computer.

1 2 3 4 5

15. Computers are an important factor in the success of a business.

1 2 3 4 5

16. The challenge of solving problems using a computer does not appeal to me.

1 2 3 4 5

17. The skills gained in this class are too specific to be generally useful in the future.

1 2 3 4 5

18. Computers make me feel uncomfortable.

1 2 3 4 5

19. The use of computers will increase in the future.

1 2 3 4 5

20. I would like to work with computers.

1 2 3 4 5

241

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Strongly Disagree Disagree Undecided Agree Strongly Agree

1 2 3 4 5

21. This class is helping develop my problem-solving skills.

1 2 3 4 5

22. Computers make me feel uneasy and confused.

1 2 3 4 5

23. All college students need a course about using computers.

1 2 3 4 5

24. I enjoy learning on a computer.

1 2 3 4 5

25. As a result of this class I feel confident about tackling unfamiliar problems involving 
computers.

1 2 3 4 5

26. I feel aggressive and hostile towards computers.

1 2 3 4 5

27. Knowledge of the use of computers will help me get a job.

1 2 3 4 5

28. Learning about computers is boring.

1 2 3 4 5
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Test 1

Choose the best answer or ending for each question or statement.

1. Comments that should be ignored by the compiler are denoted using:
a. Two forward slashes (/ / ) .
b. A /* at the beginning of the comment and a */ at the end of the comment
c. All of the above
d. None of the above

2. Which of the following is not a syntax error?
a. std::cout «  'Hello world!
b. std ::cout«  "Hello

world!
c. std::cout«  "Hello world!
d. std::cout«  Hello world!;

3. Which of the following statements would display the phrase C++ is fun?
a. std::cout»  "C++ is fun
b. std::cout»  'C++ is fun';
c. std::cout«  "C++is fun";
d. std::cout«  C++is fun;

4. Which of the following is not a valid C++ identifier?
a. my Value
b. _AAA1
c. length
d. m_x

5. Which is the output of the following statements?

std::cout«  "Hello\n"; 
std::cout«  "World";

a. Hello World
b. HelloWorld
c. Hello 

World
d. Hello

World
6. Which of the following code segments prints a single line containing hello there with the words 

separated by a single space?
a. std::cout«  "hello " «  endl;

std::cout« "  there";
b. std::cout «  "hello", "there";
c. std::cout «  "hello \n";

std::cout« "there";
d. std::cout« "hello";

std::cout« "  there";
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7. Which of the following is a valid variable declaration statement?
a. int total;
b. #include <iostream>
c. int mainO
d. // first string entered by user

8. A(n)________ enables a program to read data from the user (keyboard).
a. cout statement
b. cin statement
c. return statement
d. variable declaration.

9. How would you write an expression that gives the remainder of dividing integerl by integer2
a. integerl / integer2
b. integer2 / integerl
c. integerl % integer2
d. integer2 % integerl

10. The value of the C++ expression 11 + 22 % 4 is:
a. 13
b. 1
c. 8
d. 16

11. Which of the following is a valid input statement?
a. cin »  studentAge;
b. cin «  studentAge;
c. studentAge »  cin;
d. studentAge «  cin;

12. Which of the following statements about the C++ main function is true?
a. Every.program must have a function named main.
b. Program execution begins with the first executable statement in the main function
c. The word int in the function heading means that the main function returns an integer value

(to the operating system).
d. All of the statements are true.

13. Which C++ statement is used to return a value from the main indicating that the program has 
terminated sucessfully?
a. int mainO
b. return 0;
c. “return 0”;
d. None of the above

14. Which of the following statements will compute the productof a and b and assign the result to x?
a. x = a * b;
b. a  * b  = x ;

c. cout«  a * b;
d. all of the above
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15. A location in the computer’s memory that may contain different values at various times 
throughtout the execution of a program is called a
a. bit
b. integer
c. constant
d. variable

16. Most calculations are performed by a(an)_____________statement.
a. declaration
b. output
c. assignment
d. input

17. ___________are used to document a program and improve its readability
a. Declarations
b. Comments
c. Output statements
d. All of the above

18. The body of the main function (and every other limction) begins with__________and ends with

a- ( )
b. begin end
c- { }
d. [ ]

19. C++ statements end with
a. endl
b. ;
c.
d. Nothing

20. To use a function the program must invoke it with a(n)__________
a. Message
b. Call
c. Variable
d. Declaration

21. The keyword_________ is used in a function header to indicate that a function does not return a
value.
a. int
b. return
c. void
d. none of the above

22. If we assume 30 is stored in result, which of the following statements will print The product is 
30
a. cout «  The product is «  result;
b. cout«  “The product is, result;
c. cout «  “The product is “«  result;
d. cout«  “ The product is “ «  “ result”:
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23. The_________ program combines the output of the compiler with various library functions to
produce an executable image.
a. Loader
b. Editor
c. Linker
d. Pre-processor

24. Statement A: All variables must be declared before they are used.
Statement B: All variables must be given a type when they are declared.

Which of the two above statements are true?

a. All of the statements are true
b. None of the statements are true
c. Statement A is true but Statement B is false
d. Statement A is false but Statement B is true

25. StatementX: The modulus operator % must have integer operands
Statement Y: C++ considers the variable total to be the same as 

TOTAL

Which of the above statements are true?

a. All of the statements are true
b. None of the statements are true
c. Statement X is true but Statement Y is false
d. Statement X \s  false but Statement Y is true

26. Statement S: Declarations must be within the first few lines of the main
function.

Statement R: The statement cout «  “\n”; causes the cursor to position ae 
the beginning of the nex line on the screen

Which of the above statements are true?

a. All of the statements are true
b. None of the statements are true
c. Statement S  is true but Statement R is false
d. Statement S  is false but Statement R is true
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# include <iostream> 
using namespace std;

int GetDataO

int y; 
cin »  y; 
return y;

void PrintOut(int y) 

cout«  y;

int mainO

int y; 
return 0;

27. In the main function in the program above what would be a valid call for the user-defined 
function GetData?
a. GetDataO;
b. int GetData;
c. y = GetData;
d. y = GetDataO;

28. In the main function in the program above what would be a valid call for the user-defined 
function Printout?
a. PrintOut(y);
b. void PrintOut(int y);
c. y = Printout;
d. y = PrintOut(y);
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Test 2

Choose the best answer or ending for each question or statement.

1. To execute multiple statements when an if statement’s condition is true, enclose those statements 
in a pair of:
a. Parentheses, ().
b. Square Brackets, [ ].
c. Braces, { }.
d. Angle brackets, < >.

2. Which of the following is true of a pseudocode program?
a. T hey  are executed  by  the com puter.
b. They help the programmer “think out” a program.
c. They include declarations and all types of statements.
d. All of the above are false.

3. In C++, the condition ( 4 > y > 1):
a. Evaluates correctly and should not be replaced.
b. Does not evaluate correctly and should be replaced by ( 4 > y && y > 1 ).
c. Evaluates correctly but could be replaced by (4  > y && y > 1).
d. Does not evaluate correctly and should be replaced by ( 4 > y | | y >  I ).

4. Consider the following code, assuming that x is an int with an initial value of 12

if( x = 6 ) 
co u t«  x;

What is the output?
a. 6.
b. 12.
c. Nothing.
d. A syntax error is produced.

5. When a programmer wishes to read into a string variable several words separated by spaces they 
should use
a. cin «  sentence;
b. cin.getline(sentence);
c. getline(cin, sentence);
d. all of the above
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For questions 6 - 8  use the following class definition

class doodles 
{

public:

doodles()
{

x = 0;
name = “XXX”;

}

doodles(int y, string namel)
{

x = y;
name = namel;

}

int getnumber()
{

return x;
}

void set( int z, string name2)
{

x = z;
name = name2;

}

private:
int x, string name;

};
6. A call to the initializing constructor for doodles is

a. doodles mydoodle;
b. doodles mydoodle();
c. doodles mydoodle(10, “cat”);
d. a and c are both correct.

7. A call to the “get” doodles class function is
a. getnumber();
b. cout«  getnumberf);
c. int y = getnumberf);
d. b and c are both correct.

8. A call to the “set” doodles class function is
a. set()
b. setfint x, string name);
c. set(3, “Bob”);
d. cout «  set(x, name);
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9. After execution of the following code, what will be the value of angle if the input value is 10?

cin »  angle; 
if (angle > 5) 

angle = angle + 5; 
else if (angle > 2) 

angle = angle + 10;

a. 10
b. 15
c. 20
d. 25

10. After execution of the following code, what will be the value of angle if the input value is 10?

cin »  angle; 
if (angle > 5) 
angle = angle + 5; 

if (angle > 2) 
angle = angle + 10;

a. 10
b. 15
c. 20
d. 25

An object declaration may contain:
a. Parentheses.
b. The name of the object.
c. The name of the class.
d. All of the above.

12. Calling a member function of an object from outside the class requires
a. The name of the object followed by the dot separator.
b. The name of the function followed by open and close parenthesis.
c. The class name followed by the dot separator.
d. None of the above

13. In the UML, the top compartment of the rectangle modeling a class contains:
a. The class’s name.
b. The class’s attributes.
c. The class’s behaviors.
d. All of the above.

14. What is the name of the values the class function call passes to the class function for the 
parameters? ( what are 3 and “Bob” in the class function call mydoodles.set(3, “Bob”);)
a. Arguments.
b. References.
c. Objects.
d. Values.
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15. Assuming that text is a variable of type string, what will be the contents of text after the statement 
cin » text; is executed if the user types Hello World! and then presses Enter?
a. H
b. Hello
c. Hello World
d. Hello World!

16. Attributes of a class are also known as:
a. Constructors.
b. Local variables.
c. Data members.
d. Classes.

17. A default constructor has how many parameters?
a. 0.
b. 1.
c. 2.
d. Variable.

18. A constructor can specify the return type:
a. int.
b. string.
c. void.
d. A constructor cannot specify a return type.

19. The compiler will implicitly (automatically) create a default constructor if:
a. The class does not contain any data members.
b. The programmer specifically requests that the compiler do so.
c. The class does not define any constructors.
d. The class already defines a default constructor.

20. Statement 1: Class data members are declared in the body of member functions.
Statement 2: Class member functions are usually declared in the private section of the class body.
a. Both statements are true.
b. Both statements are false.
c. Statement 1 is true but Statement 2 is false.
d. Statement 1 is false but Statement 2 is true.

21. _______________ can access and change the values stored in class data members.
a. The main
b. Class member functions
c. Other class data members
d. Client functions

22. The purpose of a “Set” function is
a. To initialize or change the values stored in class data members
b. To provide the values stored in class data members
c. To create an object
d. To create and initialze an object.

23. The purpose of a “Get” function is
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a. To initialize or change the values stored in class data members
b. To provide the values stored in class data members
c. To create an object
d. To create and initialze an object.

24. The purpose of an initializing constructor is
a. To initialize or change the values stored in class data members
b. To provide the values stored in class data members
c. To create an object
d. To create and initialze an object.

25. If a class has an explicitly defined default constructor, written by the class programmer as part of 
the class, what values are stored in the class data members when an object is declared?
a. Whatever value was in the memory location last.
b. Default values provided by the compiler
c. Default values provided by the constructor.
d. Values provided by the main or client function.

26. If a class has an initializing constructor, what values are stored in the class data members when an 
object is declared that calls the initializing constructor.
a. Whatever value was in the memory location last.
b. Default values provided by the compiler
c. Default values provided by the constructor.
d. Values provided by the main or client function.

27. Every class defintion begins with the keyword_______ followed by the class__________ .
a. public :
b. class name
c. void name
d. public name

28. The three types of control structures are:
a. Sequence, functions, classes
b. Functions, classes, main
c. Sequence, selection, repetition
d. If, while, for

29. The_______selection statement is used to execute one action when the statement is true or a
different action when the statement is false.
a. if
b. if 

else
c. if 

else if 
else if ... 
else

d. all o f  the above
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30. In order to test for mulitiple cases (more than 2) the
a. if
b. if 

else
c. if 

else if 
else if ... 
else

d. all of the above
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Test 3

Choose the best answer or ending for each question or statement.

1. What is wrong with the following while loop?

sum = 200;
while ( sum <= 1000 )

sum = sum -  30;

a. The parentheses should be braces.
b. Braces are required around sum = sum -  30;.
c. There should be a semicolon after while ( sum <= 1000 ).
d. sum = sum -  30 should be sum = sum + 30 or else the loop will be infinite.

2. How many times will the following loop print hello?

i=  1;
while ( i <= 10 )

cout« "hello";

a. 0.
b. 9.
c. 10.
d. unkown: the loop is an infinite loop.

3. In an interactive program, indefinite repetition(where you do not know how many times the loop 
should repeat) should be controlled by a:
a. Counter.
b. Sentinel value.
c. Absence of a condition.
d. Non-constant condition.

4. To handle situations where a loop must reinitialize a variable at the beginning of each pass 
through the loop, such reinitialization could be performed by:

a. An assignm ent statem ent as the first statem ent in the loop body.
b. A declaration as the first statem ent in the loop body.
c. An assignment statem ent after the loop body.
d. A declaration after the loop body.

5. If x initially contains the value 3, which of the following sets x to 7?
a. x ++ 4;
b. x += 4;
c. x =+ 4;
d. x + 4 = x;
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6. Which of the following will not increment c by 1?
a. c +1;.
b . C++;.
c. ++c;.
d. c + = l ; .

7. Which of the following does counter-controlled repetition require?
a. An initial value for the counter.
b. A condition that tests for the final value in the counter.
c. An increment or decrement by which the counter variable is modified each time through the

loop.
d. Counter-controlled repetition requires all of the above.

8. If a variable is declared in the initialization expression of a for structure, then:
a. It is automatically reinitialized to zero once the loop is finished.
b. The scope of the variable is restricted to that particular for loop.
C. It retains its final value after the loop is finished.
d. It can not be used in any structures that are nested in that for structure.

9. Which of the following for headers is not valid?
a. for ( int i = 0; i < 10; i++).
b. int i = 0;

for ( i=0; i < 10; i++).
c. for ( int i = 0; j = 5; i+ + ).
d. for ( int i = 0: i < 10; + + i).

10. If a do... while structure is used:
a. An infinite loop will not take place.
b. Counter-controlled repetition is not possible.
c. The body of the loop will execute at least once.
d. An off-by-one error will not occur.

11. What will the following program segment do?

int counter = 1; 
do {

cout«  counter «  "";
++counter;

} while ( counter <= 10 );

a. Print the numbers 1 through 11.
b. Print the numbers 1 through 10.
c. Print the numbers 1 through 9.
d. Cause a syntax error.
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12. A switch statement should be used:
a. As a single-selection structure.
b. As a double-selection structure.
c. As a multiple-selection structure.
d. To replace all if and if... else statements.

13. In a switch structure:
a. a semicolon is required after the end brace.
b. Multiple actions for a single case do not need to be enclosed in braces.
c. A default case is required.
d. A break is required after the default case.

14. Which of the following is correct when labeling cases in a switch structure?
a. easel
b. Casel
c. case 1
d. Case 1

15. switch can be used to test:
a. int constants.
b. float constants.
c. string constants.
d. all types of constants.

16. When using (infile »  x) as the condition for a while loop
a. You should perform a priming read of x from infile before the loop heading.
b. You should include a read of x from infile within the loop body.
c. No other read of x from infile should occur.
d. Both a and b are correct.

17. When using a sentinel-controlled while loop to read a file
a. You should perform a priming read of x from the file before the loop heading.
b. You should include a read of x from the file within the loop body.
c. No read of x from the file should occur.
d. Both a and b are correct.

18. When using a counter controlled while loop to read a file
a. You should perform a priming read from the file before the loop heading.
b. You should include a read from the file within the loop body.
c. No read from the file should occur.
d. Both a and b are correct.

19. You should check for file not found when using
a. a do-while loop
b. a counter-controlled while loop
c. a sentinel-controlled while loop
d. all of the above
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20. In order to find the average of an unknown number of values you must have
a. a counter variable
b. an accumulator variable
c. an averaging variable
d. both a and b.

21. What type of loop would you need to read a file of social security numbers until a specific 
number is found.
a. a counter-controlled loop
b. an end of file-contolled loop
c. a sentinel-contolled loop
d. a for loop

22. Which of the conditions below would be true when count is greater than 10 or found is true (but 
false otherwise).
a. (count > 10 || found)
b. (count > 10 || found = true)
c. (count > 10 && found)
d. (count > 10 && found = false)

23. Statement 1: The body of the while loop always executes at least once.
Statement 2: The body of the do -  while loop always executes at least once.
a. Both statements are true
b. Both statements are false
c. Statement 1 is true but Statement 2 is false
d. Statement 1 is false but Statement 2 is true

24. Statement 1: A semicolon should not be placed at the end of the condition in a while loop. 
Statement 2: A semicolon is required at the end of the condion in a do -  while loop.
a. Both statements are true
b. Both statements are false
c. Statement 1 is true but Statement 2 is false
d. Statement 1 is false but Statement 2 is true

25. Statement 1: The variable used in a switch expression may be of type int or float. 
Statement2: The default case is required in a switch statement.
a. Both statements are true
b. Both statements are false
c. Statement 1 is true but Statement 2 is false
d. Statement 1 is false but Statement 2 is true

26. Statement 1: An expression containing the |j operator is true if either or both of its operands are 
true.
Statement 2: An expression containing the ! operator is true if its operand is true.
a. Both statements are true
b. Both statements are false
c. S tatem ent 1 is true but Statem ent 2 is false
d. Statement 1 is false but Statement 2 is true
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27. What is printed by the following code?
int j = 0; 
c o u t « j ;
for (j = 1; j<10; ++j); 

cout « j  «  "
a. 0
b. 0 10
c. 0 1 2 3 4 5 6 7 8 9
d. 0 1 2 3 4 5 6 7 8 9  10

28. What is printed by the following code?
int j =2; 
switch(j)
{

case 1: cout «  “How 
case 2: cout«  “Are 
case 3: cout«  “You 
default: cout«  “nothing?”;

}
a. Are You
b. How Are You
c. Are
d. Are You nothing?

29. for 0  = 0; j < 10;______)
In order to perform the loop 10 times the for loop above should have what in the blank?
a. ++j
b. j++
c. j+=l
d. any of the above

30. If an input file does not exist what happens when a program tries to open the file?
a. nothing
b. the program teminates with an error message
c. the identifier associated with the file is set to false or 0.
d. the file is created and a marker is placed at the beginning of the file

31. If a file exists but is empty what happens when a program tries to read from the file?
a. nothing
b. the program teminates with an error message
c. the identifier associated with the file is set to false or 0.
d. a marker is placed at the beginning of the file

32. If an output file does not exist what happens when a program tries to open the file?
a. nothing
b. the program teminates with an error message
c. the identifier associated with the file is set to false or 0.
d. the file is created and a marker is placed at the beginning o f  the file
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33. If an output file exists what happens when a program tries to open the file?
a. nothing
b. the program teminates with an error message
c. the identifier associated with the file is set to false or 0.
d. the file is erased and a marker is placed at the beginning of the file

34. When simulating a count-controlled loop using a while statement, the counter variable should be
a. declared before the loop
b. initialized before the loop
c. updated inside the loop body
d. all of the above

35. When using a for loop with the heading for (count = 0; count < 10; ++count) to simulate a 
count-controlled loop in general the counter variable should not be
a. declared before the loop
b. initialized before the loop
c. updated inside the loop body
d. all of the above

36. In a switch statement placing a break statement at the end of the block of statements for each 
case
a. is a syntax error.
b. causes a branch to the end of the case statement.
c. causes a branch to the default case.
d. is not necessary.

37. Which of the looping statements in C++ are pretest loops?
a. while
b. for
c. do -  while
d. both a and b

38. Which of the looping statements in C++ are posttest loops?
a. while
b. for
c. do -  while
d. both a and b

39. What five things should you do to use files for input or output in a program
a. include <ifstream>, include <ofstream>, open the file, use the file identifier in I/O statements, 

close the file
b. include <fstream>, declare the file identifier, open the file, use the file identifier in I/O 

statements, close the file
c. include <ifstream>, declare the file identifier, open the file, use the file identifier in I/O 

statements, close the file.
d. include <ofstream>, declare the file identifier, open the file, use the file identifier in I/O 

statements, close the file.
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40. Which of the following is false?
a. break and continue statements alter the flow of control.
b. continue statements skip the remaining statements in current iteration of the body of the loop in

which they are embedded.
c. break statements exit from the loop in which they are embedded.
d. continue and break statements may be embedded within all C++ structures.

41. A counter-controlled loop can be simulated using
a. A while loop
b. A for loop
c. A do-while loop
d. All of the above

42. A while loop is usually used to write a
a. Sentinentel-controlled loop
b. End of file controlled loop
c. Interactive loop
d. All of the above

43. Statement 1: In counter controlled loops, a counter is used to repeat the loop body a specified 
number of times
Statement 2: In an event controlled loop, some condition within the loop changes and this causes 
the loop to terminate.
a. Both statements are true
b. Both statements are false
c. Statement 1 is true but Statement 2 is false
d. Statement 1 is false but Statement 2 is true
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Test 4

Choose the best answer or ending for each question or statement.

1. In C++ new types can be created using
a. functions
b. classes
c. typedef
d. both b and c

2. The function prototype
double mySqrt( int x );

a. D eclares a function  ca lled  mySqrt w hich  takes an in teger as an argum ent and returns a double.
b. Defines a function called double which calculates square roots.
c. Defines a function called mySqrt which takes an argument of type x and returns a double.
d. Declares a function called mySqrt which takes a double as an argument and returns an

integer.

3. The argument list of a function call must match the parameter list of the called function in all of 
the following details, except:
a. The number of arguments/parameters in the list.
b. The types of arguments/parameters in the list.
c. The names of arguments/parameters in the list.
d. The argument list and parameter list must match in all of the above details.

*

4. A function prototype does not have to:
a. Include parameter names.
b. Terminate with a semicolon.
c. Agree with the function definition.
d. Match with all calls to the function.

5. The only identifiers that can be reused everywhere in a program without any ambiguity are:
a. Global variables.
b. static local variables.
c. Those in the parameter list of a function prototype.
d. Those in the parameter list of a function definition.

6. An activation record will be popped off the function call stack whenever:
a. A function returns control to its caller.
b. A function calls another function.
c. A function calls itself.
d. A function declares a local variable.

7. When an argument is passed-by-value, changes in the calling function___________affect the
original variable’s value; when an argument is passed call-by-reference, changes__________
affect the original variable’s value.
a. Do not, do.
b. Do not, do not.
c. Do, do.
d. Do, do not.
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8. A reference parameter:
a. Is an alias for its corresponding argument.
b. Is declared by following the parameter’s type in the function prototype by an ampersand (&).
c. Cannot be modified.
d. Both (a) and (b).

9. Call-by-reference can achieve the security of call-by-value when:
a. The value being passed is small.
b. A large argument is passed in order to improve performance.
c. The const qualifier is used.
d. Both a and b.

10. A n array  is not:
a. A consecutive group of memory locations.
b. Subscripted by integers.
c. Declared using braces, [].
d. Made up of different data types.

11. Which of the following is not true?
a. The first element of an array is the zeroth.
b. The last element of an array has position number one less than the array size.
c. The position number contained within square brackets is called a subscript.
d. A subscript cannot be an expression.

12. Which statement would be used to declare a 10-element integer array c?
a. array c = int[ 10 ];
b. c = int[ 10 ];
c. int array  c[ 10 ];
d. int c[ 10 ];

13. Which of the following is not a correct way to initialize an array?
a. int n[ 5 ] = { 0, 7 ,0 ,3, 8, 2 };
b. int n[] = { 0, 7, 0, 3, 8, 2 };
c. int n[ 5 ] = { 7 };
d. int n[ 5 ] = { 9 ,1 ,9 } ;

14. Constant variables:
a. Can be assigned values in executable statements.
b. Do not have to be initialized when they are declared.
c. Can be used to specify array sizes.
d. b and c

15. Referencing elements outside the array bounds:
a. Can result in changes to the value of an unrelated variable.
b. Is impossible because C++ checks to make sure it does not happen.
c. Is a syntax error.
d. Enlarges the size of the array.
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16. Which of the following is false about a function to which an array is being passed?
a. It knows the size of the array that is being passed.
b. It is being passed the address of the first element in the array.
c. It is able to modify the values stored in the array.
d. The array name is used as an argument in the function call.

17. To prevent modification of array values passed to a function:
a. The array must be declared static in the function.
b. The array parameter can be preceded by the const qualifier.
c. A copy of the array must be made inside the function.
d. The array must be passed by reference.

18. Passing by value is used if a parameter's data flow is
a. one-way, into the function.
b. one-way, out of the function.
c. two-way, into and out of the function
d. either b or c

19. Passing by reference is used if a parameter's data flow is
a. one-way, into the function.
b. one-way, out of the function.
c. two-way, into and out of the function
d. either b or c

20. In C++, a function prototype is
a. a declaration but not a definition.
b. a definition but not a declaration.
c. both a declaration and a definition.
d. neither a declaration nor a definition.

21. Given the function prototype

void Fix( int&, float);

which of the following is an appropriate function call? (somelnt is of type int, and someFloat ’ 
of type float.)
a. Fix(24,6.85);
b. someFloat = Fixfsomelnt, 6.85);
c. Fixfsomelnt, someFloat);
d. b and c

22. The of an identifier is the portion of a program in which the identifer can be used.
a. storage class
b. lifetime
c. scope
d. b and c

263

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

23. The of an identifier is the time during the execution of a program when an identifer actually
has memory associated with it.
a. storage class
b. lifetime
c. scope
d. b and c

24. Which of the following statements can be used to declare a constant size for an array of strings 
List?
a. string List[size];
b. string List[size = 10];
c. const size = 10;
d. const int size = 10;

25. What is the name of the second element in the array List?
a. List[0];
b. List[l];
c. List[2];
d. List[3];

26. Which statement below assigns the value 0 to List array element 4?
a. List[3] = 0;
b. List[4] = 0;
c. List[5] = 0;
d. none of the above

27. Which statements below are needed to print the float variable SomeFloat rounded to 2 decimal 
places.
a. cout«  setprecision(2);
b. cout«  fixed;
c. cout«  showpoint;
d. a and b

28. Which file must you include in order to use setprecision?
a. cmath
b. string
c. iomanip
d. cstdlib

29. Which of the following is a valid function prototype for a function FindArea which has two float 
value parameters sidel and side2 and returns a float?
a. float FindAreaffloat, float);
b. float FindAreaffloat sidel, float side2);
c. void FindAreaffloat sidel, float side2);
d. a and b
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30. Which of the following is a valid function call for the function FindArea (assume all variables 
are float)?
a. Findarea(x, y);
b. Area = Findarea(float x, float y);
c. Area = Findarea(5, 7);
d. b and c

31. A function SomeFunc has two parameters, alpha and beta, of type int. The data flow for alpha 
is one-way, into the function. The data flow for beta is two-way, into and out of the function. 
What is the most appropriate function heading for SomeFunc?
a. void SomeFunc( int& alpha, int& beta )
b. void SomeFunc( int alpha, int& beta)
c. v o i d  S o m e F u n c f  i n t &  a l p h a ,  i n t  b e t a  )

d. void SomeFunc( int alpha, int beta )

32. Which of the following statements about value parameters is true?
a. The caller's argument is never modified by execution of the called function.
b. The parameter is never modified by execution of the called function.
c. The caller's argument must be a variable.
d. b and c above

33. Given the function definition

void Twist( int a, int& b )
{
int c;

c = a + 2; 
a = a * 3; 
b = c + a;

}

what is the output of the following code fragment that invokes Twist? (All variables are of type int.)

r = 1;
s = 2; 
t = 3;
Twist(t, s);
cout«  r «  ''  «  s «  '' «  t «  endl;

a. 1 14 3
b. 110 3
c. 5 14 3
d. 114 9

34. I f  a variable alpha is accessib le only within function F, then alpha is either
a. a global, a local variable within F, or a parameter of F.
b. a local variable to the main or a parameter of F.
c. a global variable or an argument to F.
d. a local variable within F or an argument to F.
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35. A programmer wishes to write a function to completely fill a one-dimensional array of float List 
with length size. Which of the following is the correct function header:
a. void (float List[], int size);
b. void(float List);
c. void(float List[size]);
d. void(float List[]);

36. Which of the following is a valid declaration for a 2-dimensional array Table.
a. float Table [10];
b. float Table[2] [10];
c. typedef float TableType[2] [10];

TableType Table;
d. both b and c

37. _______ _ in a function passes the value of an expression back to the main.
a. A value parameter
b. A reference parameter
c. The return statement
d. b and c above

38. Which of the following is a valid prototype for a void function GetData which has 2 float 
reference paramenters sidel and side2.
a. void GetData(float& sidel, float& side2);
b. void GetData(&float, &float);
c. void GetData(&float sidel, &float side2);
d. b and c

39. Statement 1: If there are fewer initializers in an initializer list than the number of elements in the 
array, the remaining elements are initialized to the last number.
Statement 2: Arguments to a function call are always passed by value;

a. Both statements are true.
b. Both statements are flase.
c. Statement 1 is true but Statement 2 is false.
d. Statement 1 is false but Statement 2 is tr8e.

40. The number used to refer to a particular element of an array is called its
a. subscript
b. index
c. type
d. both a and b
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41. Suppose the first few lines of a function are as follows:

void Calc(float b e ta )
{
alpha = 3.8 * beta;

Then the variable alpha must be
a. a local variable.
b. a global variable.
c. a parameter.
d. an argument.
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Lab Assignments

Laboratory Assignment 1

Purpose:

• To learn to use C++.net to edit, compile, and run C++ programs.

• To see the advantages of white space in C++ programs.

Reading Assignment: Sections 1.8, 1.9, 1.12, 1.16 and handout “Using C++.net 

Lab Programming Assignment:

1. Type in program 1 provided with this assignment.

2. Build your project and run the program.

3. Open the program 2 file located on Blackboard and copy it over your program 1.

4. Clean the solution and build your project again

5. Run program 2.

// Program 1 for Laboratory 1 
// Printing a message to the screen 
#include <iostream> 
using namespace std;

int main()
{

cout«  "Welcome to the world of C++!\n"; 
return 0;

}
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Post Lab Assignment 1

1. What was the output of program 1 ?

2. What was the output of program 2?

3. What was the difference in the code in program 2 and the code you typed in?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 2

Purpose:

• To understand the parts of a basic C++ program.

• To use the cout statement.

Reading Assignment: Sections 2.1, 2.2, 2.3 

Lab Programming Assignment:

1. Type in the provided template of a basic C++ program.

2. Modify the template to print out on separate lines a message that includes the name of this 

assignment, your name, the name of this course, your instructor’s name, and the date your 

post lab is due.

3. If you have time, surround your message with a box of stars.

//Laboratory 2
// Outputs a message to the screen

//insert include statement here
int main()
{

//Insert output lines here
return 0;

}

271

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Post Lab Assignment 2

1. What was the output of the program?

2. Observations and Discoveries

3. Problems with the Lab
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Laboratory Assignment 3

Purpose:

• To practice the use of integer variables in programs.

• To practice using the assignment operator.

• To understand integer operations of divide and modulus

• To practice printing out the contents of integer variables.

Reading Assignment: Sections 2.4 and 2.5

Lab Programming Assignment:

• Type in the program on the next page or copy the lab 3 program from blackboard

• Modify the program

1. In one statement declare an integer variable num2 and assign it an initial value of 10

2. Run your program. Your compiler may complain about printing a number that has not 

been assigned a value but make it do it.

3. In an assignment statement assign the value 3 to numl.

4. In an assignment statement have the program calculate numl times num2 and store the 

result in product. Remember to use * for multiply.

5. In another assignment statement have the program calculate num2 divided by numl 

and store the result in quotient.

6. In a fourth assignment statement have the program calculate num2 modulus numl(hint 

use the % operator). Store the result in remainder.

7. Clean your solution and then build your project and run the program again.
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//Laboratory 3
/*This program practices the use of the assignment operation, declaring variables, and integer 
operations.*/
#include <iostream>

int main()
{

int numl;

//I. declare and initialize num2 here

int product = 0, quotient = 0, remainder = 0;

//3-6 Insert assignment statements here

std :: cout «  "The first number is " «  numl «  std :: endl;
std :: cout«  "The second number is " «  num2 «  std :: endl;
std :: cout«"The second number times the first is " « p ro d u c t«  std :: endl
std :: cout«  "The second divided by the first i s " «  quotient « s td  :: endl
std :: cout «  "The second modulus the first is " «  remainder « s td  :: endl
return 0;
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Post Lab Assignment 3

1. What was the output of this lab’s program on the first execution?

2. What was the output of this lab’s program on the second execution?

3. Make a list of the variables used in this program.

4. Make a list of the literals used in this program.

5. Observations and Discoveries

6. Problems with the Lab
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Laboratory Assignment 4

Purpose:

• To understand and practice the use of the insertion operator ( » )  and cin

• To use a constant in a program

• To understand the difference between constants and variables.

• To understand the precedence of operators and to change the order of evaluation using 

parenthesis.

• To understand the importance of verifying correctness of output.

Reading Assignment: Section 2.6

Lab Programming Assignment:

1. Type in the program on the next page.

2. Declare a constant whose identifier is three and contains the value 3.

3. Modify the program to prompt the user for three numbers and store the user input into the 

variables already declared.

4. Run the program. Did the program correctly find the average of the three numbers?

5. Insert parenthesis so that the program finds the average of the three numbers correctly.

//Laboratory 4
// Your identifying comments
/*This program prompts the user for 3 numbers and finds the average of the three numbers */ 
#include <iostream> 
using namespace std;

//2.Declare the constant three here

int main()
{

int numl, num2, num3, average, result;

/*3. Prompt the user fo r  3 numbers here and store them in num l, num2, 
and num3. */

average = numl + num2 + num3/three; /*5. Change this statement to work
correctly */

cout«  "The average o f " «  numl «  "," «  num2 «  ", and " «  num3 «  " is " «  
average «  endl;

return 0;
}
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Post Lab Assignment 4

1. What was the output of this lab’s program without parenthesis?

2. What was the output of the program after you inserted the parenthesis?

3. Make a list of all the variables used in this program.

4. Where are variables usually declared?

5. Make a list of the constants used in this program.

6. Where are constants usually declared?

7. Observations and Discoveries

8. Problems with the Lab

277

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Laboratory Assignment 5

Purpose:

• To practice using relational operators.
• To practice the use of the if statement
• To practice the algorithm for finding the minimum of a list of numbers.
• To recognize the need for testing of all possible paths of execution.

Reading Assignment: 2.7, 4.5 

Lab Programming Assignment:

1. Modify the program given to find the minimum of two numbers entered by the user.
a. Write a C++ statement that stores the first number in minimum
b. Write a C++ statement that stores the second number in minimum when the 

second number is smaller than the first

2. Run the program at least three times: Once where the first number is the smallest, once 
where the first number is largest, once where the numbers are equal.

//Laboratory 5 
// Identifying comments
/*This program gets two numbers from the user, finds the smaller number then prints out the 
original numbers and the smaller appropriately labeled.*/
//include <iostream> 
using namespace std;

int main()
{

int num2, minimum;
cout«  “Please enter a number” «  endl;
/*Replace this comment with an input statement that stores the user entry 
into minimum*/

cout«  “Please enter a second number” «  endl; 
cin »  num2;

/*  Replace this comment with an i f  statement that stores the second 
number in minimum when it is smaller than the first number*/

cout«  “The smallest number is “ «  minimum «  endl; 
return 0;

}
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Post Lab Assignment 5

1. What was the output of this lab’s program on the first execution?

2. What was the output of this lab’s program on the second execution?

3. What was the output of this lab’s program on the third execution?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 6

Purpose:

• To declare a variable of type double

• To be able to use the C++ standard library functions from cmath.

• To be able to write and call a value returning function with one parameter.

• To understand the difference between arguments and parameters.

Reading Assignment: Section 6.1, 6.2, 6.3

Lab Programming Assignment:

Modify the program provided with this laboratory.

1. Include the C++ standard library cmath

2. Declare x to be of type double and initialize x to 10.0

3. Call the sqrt function to find the square root of 2.0

4. Define a function findCube which returns a double and has one double paramenter

5. Call your function findCube with the argument x.

6. Build the project and run the program.

//Laboratory 6
//This program using the sqrt function and a user-defined function cube.

#include <iostream>
//l.insert include statement here
using namespace std;

//4. insert function definition fo r  findCube here

int main()
{

//2.Declare and initialize x  here
cout«  "The square root of " «  x «  " is " «  sqrt(x) «  endl; 
cout«  "The square root of " « 2 .0 « "  is ”« / *  3. insert call here*

«  endl;
cout «  "The cube o f " «  x «  " i s " « /* 5 .  insert call here*/«  endl; 
cout «  "The cube o f " «  2.0 «  " i s " «  fmdCube(2.0) «  endl; 
return 0;

}
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Post Lab 6

1. What is the output of this program?

2. What are the parameters of findCube?

3. What are the parameters of sqrt?

4. What literals and or variables did you use as arguments in this program?

5. Observations and Discoveries.

6. Problems with the lab.
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Laboratory Assignment 7
Purpose:

• To be able to define and call a void function with a parameter.

Reading Assignment: Section 6.4 

Lab Programming Assignment:

Modify the program from Laboratory Assignment 6 to use a function to print the results.

1. Insert the function heading for printResults above the main. printResults is a void function

w ith 1 float param eter (x).

2. Move the output (cout) statements from the main to the body of printResults

3. Call your printResults function in the main.

4. Run your program. What is the output?

//Laboratory 7
//This program uses a user-defined void function with several parameters

#include <iostream>
#include<cmath> 
using namespace std;

float fmdCube(float c)
{

return pow(c,3);
}
/ / / . insert the heading fo r  printResults here
{

//2. insert the body fo r  printResults here
}
int main()
{

float x = 10.0;

/ /2 . move all the cout statements to the body o f  printResults
cout«  "The square root o f " «  x «  " i s " «  sqrt(x) «  endl; 
cout«  "The square root of" «  2.0 «  " is " «  sqrt(2.0) «  endl; 
cout«  "The cube o f " «  x «  " i s " «findCube(x) «  endl; 
cout«  "The cube o f " «  2.0 «  " i s " «  fmdCube(2.0) «  endl;

//3. call the printResults function here.
return 0;

}
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Post Lab Assignment 7

1. W h a t  w a s  t h e  o u tp u t  o f  th is  l a b ’s p r o g r a m  o n  th e  f i r s t  e x e c u t io n

2 . W h a t  a r e  th e  b e n e f i t s  o f  u s in g  fu n c t io n s ?

3 . W h a t  a r e  th e  d is a d v a n ta g e s  o f  u s in g  fu n c t io n s .

4 . O b s e r v a t io n s  a n d  D is c o v e r ie s

5 . P r o b le m s  w i th  th e  L a b
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Laboratory Assignment 8
Purpose:

•  T o  u n d e r s ta n d  th e  s y n ta x  a n d  p u r p o s e  o f  a  c la s s .

•  T o  p r a c t ic e  w r i t in g  a n d  c a l l in g  a  m e m b e r  f u n c t io n  w i th o u t  p a r a m e te r s .

Reading Assignment: S e c t io n s  3 .1 ,  3 .2 ,  3 .3 , 3 .4  to  e n d  o f  p a g e  7 0 .

Lab Program m ing Assignment: C o p y  o r  ty p e  th e  p r o g r a m  f o r  th is  la b  in to  th e  C + +  e d i to r .  T h e  

p u r p o s e  o f  th is  p r o g r a m  is  to  t e s t  a  c la s s  y o u  a r e  to  w r ite .

1. T y p e  a  c la s s  d e f in i t io n  f o r  a  c la s s  c a l l e d  W e b A c c o u n t  j u s t  a b o v e  y o u r  m a in  fu n c tio n . 

Include only a public area at this tim e.

2 . In  th e  p u b l ic  a r e a  o f  y o u r  W e b A c c o u n t  c la s s ,  w r i te  a  m e m b e r  f u n c t io n  c a l le d  

d is p la y W e lc o m e M e s s a g e .  T h e  f u n c t io n  s h o u ld  p r in t  o u t  a  m e s s a g e  w e lc o m in g  th e  n e w  

c l ie n t  to  A c c o u n ts  o n  th e  W e b .

3 . P la c e  a  c a l l  to  th e  m e m b e r  f u n c t io n  in  th e  m a in  u s in g  th e  o b je c t  V a c a t io n A c c o u n t .  R u n  

th e  p ro g ra m .

/ /  L a b o r a to r y  8

/ /Y o u r  id e n t i fy in g  c o m m e n ts

/ /  T h is  p r o g r a m  c r e a te s  a  c la s s  a n d  u s e s  i t ’s f u n c t io n  m e m b e r .

# in c lu d e  < io s t r e a m >  
u s in g  n a m e s p a c e  s td ;

//I. Write your class definition here

in t  m a in ( )

{
W e b A c c o u n t  V a c a t i o n A c c o u n t ;

//2. Call your class member function here
r e tu r n  0 ;

}
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Post Lab Assignment 8

1. W h a t  w a s  t h e  o u tp u t  o f  th i s  l a b ’s  p r o g ra m ?

2 . D id  y o u  u s e  a n y  o b je c ts  in  th is  p r o g r a m ?  I f  so  w h a t  w e r e  th e y ?

3 . O b s e r v a t io n s  a n d  D is c o v e r ie s

4 . P ro b le m s  w i th  th e  L a b
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Laboratory Assignment 9

Purpose:

•  T o  u n d e r s ta n d  th e  d i f f e r e n c e  b e tw e e n  in t  a n d  s t r in g  v a r ia b le s .

•  T o  p r a c t i c e  th e  u s e  o f  s t r in g  v a r ia b le s

•  T o  u n d e r s ta n d  th e  d i f f e r e n c e  b e tw e e n  a  s t r in g  v a r ia b le  a n d  a  l i te ra l .

•  T o  u n d e r s ta n d  w h e n  to  u s e  th e  c in  a n d  th e  g e t l in e  c o m m a n d .

Reading Assignment: page 43, 44, 72-74

L a b  P r o g r a m m i n g  A s s i g n m e n t :  U s in g  th e  b a s ic  C + +  p r o g ra m  te m p la te ,  w r i te  a  p r o g r a m  w h ic h

1. p r o m p ts  t h e  u s e r  f o r  t h e i r  f i r s t  n a m e , m id d le  in i t ia l ,  la s t  n a m e ,  ( o n  o n e  l in e )  th e n  th e i r  

s t r e e t  a d d r e s s  o n  a  s e c o n d  l in e , th e i r  c i ty  o n  a  t h i r d  l in e , th e i r  s ta te  o n  a  f o u r th  l in e  a n d  

t h e i r  z ip  o n  a  f i f th  l in e . S to r e  th e  fu l l  n a m e , s t r e e t  a d d re s s ,  c i ty , s ta te  a n d  z ip  in  f iv e  

s e p a ra te  s t r in g  v a r ia b le s .  U s e  g e t l in e  f o r  th e  fu l l  n a m e , s t r e e t  a d d r e s s ,  c i ty  a n d  s ta te .  U s e  

th e  s t a n d a r d  in p u t  s t r e a m  o p e r a to r  ( c in  » )  f o r  th e  z ip . B e  c a r e fu l .  R e m e m b e r  th a t  w h i le  

th e  s t a n d a r d  s t r e a m  o p e r a to r  s k ip s  o v e r  w h i te s p a c e ,  g e t l in e  d o e s  n o t  a n d  w h i le  g e t l in e  

c o n s u m e s  th e  e n d  o f  lin e  c h a r a c te r ,  th e  s t a n d a rd  s t r e a m  o p e r a to r  d o e s  n o t.

2 . Y o u  w i l l  n e e d  to  in c lu d e  th e  s t r in g  f ile .

3 . E c h o  p r in t  th e  in p u t  w i th  a p p r o p r ia te  la b e ls  a s  s h o w n  b e lo w .

N a m e :  B o b  A . S m ith  

A d d r e s s :  115  P in e  S t.

C i ty :  N e w  Y o rk  

S ta te  : N e w  Y o r k  

Z ip :  3 5 6 3 0
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/ /L a b o r a to r y  9

/ /T h is  p r o g r a m  p r o m ts  t h e  u s e r  f o r  n a m e  a n d  a d d r e s s  a n d  e c h o  p r in ts  th e  o u tp u t ,  

/ / in c lu d e  < io s t r e a m >

1/2. Replace this comment with the include statement
u s in g  n a m e s p a c e  s td ; 

in t  m a in ( )

{
s t r in g  n a m e , s t r e e t ,  c i ty ,  s ta te ,  z ip ;

c o u t «  " E n te r  y o u r  fu l l  n a m e  a n d  p r e s s  th e  e n te r  k e y ." ;

//I.replace this comment with your getline statement

c o u t«  "E nter your street address and press the en ter key.";

//I.replace this comment with your getline statement

c o u t «  " E n te r  y o u r  c i ty  a n d  p r e s s  th e  e n t e r  k e y ." ;

//I.replace this comment with your getline statement 

c o u t  «  " E n te r  y o u r  z ip  a n d  p r e s s  th e  e n te r  k e y ." ;

//l.replace this comment with your cin statement

//3.replace this comment with your output statements
r e tu rn  0 ;

}
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Post Lab Assignment 9

1. What was the output of this lab’s program?

2. Make a list of the string variables used in this program.

3. Make a list of the literals used in this program

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 10

Purpose:

• To understand Class data members

• To understand how to access a class’s data member.

• To understand why we write set and get class member functions 

Reading Assignment: Section 3.6

Lab Programming Assignment: M odify  you r program  from lab assignm ent 8.

1. Add a class data member called Balance (of type Float) that is private to the class.

2. Add a Get class member function getBalance to your class. getBalance returns a float 
value which is the current balance

3. As a part of an output statement write a call to getBalance for your class object 
VacationAccount.

4. Compile and Run your program.

5. Add a set class member function setBalance to your class. setBalance has one float 
parameter (amount). setBalance stores amount into the class data member, Balance.

6. Add a call to your setBalance member function using 0.00 as the argument.

7. Compile and run your program again.

WebAccount

-  Balance : Float 

+displayMessage() 
+ getBalance(): Float 
+ setBalance(Balance : Float)
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// Laboratory 10
//Your identifying comments
/* This program adds a data member and a set and a get function to the WebAccount class*/ 
#include <iostream>
#include <string> 
using namespace std; 
class WebAccount 
{

public:

void displayWelcomeMessage()
{

cout«"W elcome to Accounts on the Web" « en d l;
}

//2.. Replace this comment with the class member function getBalance 

/ /  5. Replace this comment with the class member function setBalance

private:

//l .  Replace this comment with the new data member
};
int main()
{

WebAccount VacationAccount; 
float Balance = 60.50;
VacationAccount.displayWelcomeMessage();

//6. Replace this comment with a call to setBalance.

/*3. replace this comment with a cout statement that includes a call to 
getBalance. */

return 0;
}
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Post Lab Assignment 10

1. What was the output of this lab’s program on the first run?

2. Why didn’t the class data member function Balance have 60.50 in it?

3. What was the output of this lab’s program on the 2nd run?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 11

Purpose:

• To practice declaring and initializing a class object.

• To practice the syntax of constructors.

• To understand the need for constructors

Reading Assignment: 6.1 -  6.3

Lab Programming Assignment: Modify your program from laboratory assignment 10.

1. Modify your program to include a default constructor which initializes the Balance to 0

2. Run the program

3. Write an initializing constructor that initializes the amount in Balance to an amount
provided in the declaration.

4. Change the declaration of VacationAccount (in the main) to include an argument of 100.50

5. Run the program again.
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// Laboratory 11
//Your identifying comments
// This program adds data members and a constructor to a class.

#include <iostream> 
using namespace std;

class WebAccount 
{

public:
/ / l .  replace this comment with your default constructor 
//3. Replace this comment with an initializing constructor
void displayWelcomeMessase()
{

cout«  “Welcome to Accounts on the Web!” «  endl;

}

float getBalance()
{

return Balance;
}

private:
float Balance;

};

int main()
{

WebAccount VacationAccount; //4.change this declaration.

VacationAccount.displayWelcomeMessage();
cout«  “Your Balance is “ «  VacationAccount.getBalance() «  endl;
return 0;

}
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Post Lab Assignment 11

1. What was the output of this lab’s program on the first run?

2. What was the output on this lab’s program on the second run?

3. Did which constructor you used make a difference?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 12

Purpose:

• To practice writing pseudocode.

Reading Assignment: 4.1-4.3 

Lab Programming Assignment:

1. Write the pseudocode for the algorithm to get two numbers from a user, find the smaller of 
two numbers and print the smaller number.

2. E xchange your pseudocode w ith som eone else.

3. If you have time write the program from the other person’s pseudocode.
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Post Lab Assignment 12

1. Show your pseudocode below.

2. Was the other student’s pseudocode easy to understand?

3. Was it exactly like yours?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 13

Purpose:

• To practice using the if-then-else statement.
• To practice writing class member functions from UML specification diagrams.
• To practice calling class functions

Reading Assignment: 4.5

Lab Programming Assignment: Modify the class WebAccount program from Laboratory 
Assignment 10.

1. Write the two class functions as specified in the UML diagram below.

_____________________________________WebAccount____________________________________
+Deposit( Amount: float)_______________________________________________________________
+ Withdraw( Amount: float)____________________________

Deposit should add Amount to the value in Balance.

Withdraw should subtract Amount from balance if Balance is big enough. Otherwise it should print 
an appropriate message.

2. Call Deposit on the class object with the literal 100 as its argument.

3. Using the getBalance class function, print out the Balance of the class object appropriately 
labeled.

4. In the main call your Withdraw class function on the class object that has already been 
declared as members of the WebAccount class using 10 as the withdrawal amount.

5. Using the get Balance class function, print out the Balance of the class object appropriately 
labeled.

6. In the main call your Withdraw class function on the class object with 200 as the argument.

7. Using the get Balance class function, print out the Balance of the class object appropriately 
labeled.

8. Run your program
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// Lab programming assignment 13

//Your identifying comments 
// This program adds datamembers to a class 
#include <iostream> 
using namespace std; 
class WebAccount 
{

public:
WebAccount()
{

Balance = 0;

void displayWelcomeMessage()
{

cout«"Welcome to Accounts on the Web " «  endl;

float getBalancef)
{

return Balance;
}

//insert Deposit function member here 
// insert Withdraw function member here

private:
float Balance;

};
int main()
{

WebAccount VacationAccount;
VacationAccount. displayWelcomeMessage();

//2. Replace this comment with deposit class function call
//3. Replace this comment with an output statement that prints the Balance.
//4.Replace this comment with the withdraw call fo r  10 dollars.
//5. Replace this comment with an output statement that prints the Balance.
//6. Replace this comment with the withdraw call fo r  200 dollars
//7 . Replace this comment with an output statement that prints the Balance.

return 0;
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Post Lab Assignment 13

1. What was the output of this lab’s program?

2. Observations and Discoveries

3. Problems with the Lab
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Laboratory Assignment 14

Purpose:

• To practice using the if-else if-else if- else statements.
• To practice using a menu
• To practice calling class functions

Reading Assignment: Section 4.6, 4.7

Lab Programming Assignment: Modify the class WebAccount program from Laboratory 
Assignment 13.

1. Change your main to print a menu which allows the user to select which of 3 class member 
functions they would like to perform.

1 Deposit
2 Withdraw
3 Print the Balance

2. Get the choice from the user
3. use an i f ... else if...else if...else statement to perform the users choice.

■ Deposit
a. Inside this if you must prompt the user for an amount and call Deposit

■ Withdraw
a. Inside this if you must prompt the user for an amount and call Withdraw

■ Print the Balance
a. Inside this if you must call printBalance

■ The final else
a. Inside this if you should print a message that the selection was not valid

4. Run your program at least 4 times
■ Once where the user selects Deposit
■ Once where the user selects Withdraw
■ Once where the user selects Print the Balance.
■ Once where the user inputs a number not in the menu
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// Lab programming assignment 14 
//Your identifying comments 
// This program adds a menu to the main 
#include <iostream> 
using namespace std; 
class WebAccount 
{

public:
WebAccount()
{ Balance = 0;
}
void displayWelcomeMessage()
{ cout«"W elcome to Accounts on the Web " «  endl;

float getBalance()
{ return Balance;

void Deposit(float amount)
{ Balance = Balance + amount;

void Withdraw(float amount)
{ if (amount <=Balance)

Balance = Balance - amount;
else

cout«  “Insufficient Funds.” «  endl;
}

private:
float Balance;

};
int main()
{

WebAccount VacationAccount; 
VacationAccount.displayWelcomeMessage();

/ / / . Replace this comment with the menu
//2. Replace this comment with a cin statement to get the user’s choice 
//3. Replace this comment with if..else if..else i f  ...else statements

return 0;
}
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Post Lab Assignment 14

1. What was the output of this lab’s program on the first execution?

2. What was the output of this lab’s program on the second execution?

3. What was the output of this lab’s program on the third execution?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 15

Purpose:

• To practice creating a counted while loop

• To use a counter variable 

Reading Assignment: Section 4.8

Lab Programming Assignment:

1. Modify your main from Laboratory Assignment 14 to allow the user to Deposit several

checks at one time.

a. Declare a variable to use as the loop counter and one to use as the number of 

checks.

b. Inside the deposit option

i. Prompt the user for the number of checks they wish to deposit

ii. get the number

iii. Construct the heading for the while loop

iv. Construct the body of the while loop which will consist of

1. an opening brace

2. The prompt for the amount of the check and the statement to 

get the amount

3. an update of the counter

4. a closing brace

2. Run the program with the selection 1 for deposit.

3. Input 10 checks of varying amounts

303

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

// Lab programming assignment 15 

//Your identifying comments
// This program adds a while loop to the deposit option in the main 
#include <iostream> 
using namespace std; 
class WebAccount 
{ public:

WebAccount()
{ Balance = 0;}
void displayWelcomeMessage()
{ cout«"Welcome to Accounts on the Web " «  endl;}
float getBalance()
{ return Balance;}
void Deposit(float amount)
{ Balance = Balance + amount;}
void Withdraw(float amount)
{ if (amount <=Balance)

Balance = Balance - amount;
else

cout«  "Insufficient Funds" «  endl;
}

private:
float Balance;

};
int main()
{

WebAccount VacationAccount; 
int choice;
//Declare loop counter and number o f  checks variable
float amount;
cout «  " 1. Deposit \n 2. Withdraw\n3. Print the BalanceVn " «  endl; 
cout«  endl «  "Enter your choice: 1,2, or 3 ." « en d l; 
cin »  choice; 
if (choice == 1)
{

//insert prompt fo r  user here 
//get number o f  checks to deposit here 
//in sert while statement here 
//beg in  while loop body here

cout«  "How much is the check you wish to deposit? " ; 
cin »  amount;
VacationAccount.Deposit(amount);
//update counter here 

//end while loop body here
}
else if (choice ==2)
{

cout «  "How much is the withdrawal? "; 
cin »  amount;
V acationAccount. Withdraw(amount);
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}
else if (choice ==3)

cout«"Y our Balance is "«VacationAccount.getBalance()«  endl;
else

cout«  "Your made an invalid choice." «  endl;
return 0;
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Post Lab Assignment 15

1. What were the amounts of the 10 checks you entered?

2. What was the output of this lab’s program ?

3. Observations and Discoveries

4. Problems with the Lab
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Laboratory Assignment 16

Purpose:

• To practice creating a sentinel controlled while loop

• To practice formatting real number output 

Reading Assignment: Section 4.9

Lab Programming Assignment:

4. Modify your main from Laboratory Assignment 14 to allow the user to perform several 
operations

a. Inside the main option

i. Before the while loop, modify the menu prompt to allow the user to select 4: Quit

ii. Construct the heading for the while loop with the condition that the loop continue so 
long as the user entry does not equal 4.

iii. The body of the while loop which will consist of

1. an opening brace

2. The if -  else if -  else statement as previously programmed

3. Another prompt menu and a cin statement to get the choice 
from the user.

4. a closing brace

5. Modify your output statement that prints the Balance to include formatting that forces the 
Balance to print with 2 decimal places.

6. Run your program.

7. As the user:
a. Select deposit
b. Select print the balance
c. Select withdraw
d. Select print the balance
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// Lab programming assignment 16 
//Your identifying comments
// This program adds a sentinel controlled while loop to the main 
#include <iostream>
//include iomanip here 
using namespace std; 
class WebAccount 
{

public:
WebAccount()
{ Balance = 0;}
void displayWelcomeMessage()
{ cout«"W elcome to Accounts on the Web " «  endl;}
float getBalance()
{ return Balance;}
void Deposit(float amount)
{ Balance = Balance + amount;}
void Withdraw(float amount)
{

if (amount <=Balance)
Balance = Balance - amount;

else
cout«  "Insufficient Funds" «  endl;

}
private:

float Balance;
};
int main()
{

WebAccount VacationAccount;
int choice;
float amount;
co u t« "  1. Deposit \n";
cout« "  2. Withdraw\n";
cout« "  3. Print the Balance\n"«endl;
cout«  endl«  "Enter your choice: 1,2, or 3 ." « en d l;
//Modify the above menu prompt to include the option 4: Quit 
cin »  choice;
//insert while loop header here 
//begin body o f while loop here

if (choice == 1)
{

cout « "H o w  much is the check you wish to deposit? " ; 
cin »  amount;
VacationAccount.Deposit(amount);

}
else if (choice ==2)
{

cout«  "How much is the withdrawal? " ; 
cin »  amount;
VacationAccount. Withdraw(amount);
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}
else if (choice = 3 )

cout«  "Your Balance is " «  VacationAccount.getBalance() «  endl;
/♦change this statement to include setprecision, showpoint, and fixed 

stream manipulators */
else

cout«  "You made an invalid choice." «  endl;
//Get another choice from the user here 

//end while loop here 
return 0;
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Post Lab Assignment 16

1. What was the output o f  this lab’s program?

2. Observations and Discoveries

3. Problems with the Lab
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Laboratory Assignment 17

Purpose:

•  To practice reading and writing to a file

•  To practice creating an end o f  file controlled while loop 

Reading Assignment: none

Lab Program m ing Assignment:

1. M odify your WebAccount class to include a class function PrintStatem entO that prints a 
monthly statement. The function should

i. Get the beginning balance from the file datain.txt

ii. in a while loop get the list o f  deposits/withdrawals, print( to an ouput file named 
statement.txt) the amount then add the amounts to the balance and print (to an output 
file) the new balance. (Be careful! This running balance for the PrintStatement 
member function is not the class data member Balance)

iii. print to an output file the ending balance

iv. output to a file as specified below

Beginning Balance 250.25

Amount Balance

-2.25 248.00

10.00 255.00

Ending Balance 255.00

2. Create a text file datain.txt with at least 10 entries. The first should be the beginning 
balance. The rest o f  the entries should be a mixture o f  positive (deposits) and negative 
(withdrawls) amounts.

3. Construct a main that calls PrintStatement for the object VacationAccount

4. Rim your program.

_________________________________________W ebAccount________________________________________

+ PrintStatementQ____________________________________________________________________________

311

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

// Lab programming assignment 17 
//Your identifying comments
/*This program adds a end o f  file controlled while loop to the class*/
#include <iostream>
//include/stream here 
using namespace std; 
class WebAccount 
{

public:
WebAccount()
{ Balance =  0;}
void displayWelcomeMessage()
{ cout«"W elcom e to Accounts on the Web " «  endl;}
float getBalance()
{ return Balance;}
void Deposit(float amount)
{ Balance =  Balance + amount;}
void Withdraw(float amount)
{

i f  (amount <=Balance)
Balance = Balance - amount;

else
cou t«  "Insufficient Funds" «  endl;

}
void PrintStatementO 
{

//declare and open files 
//declare local variables as needed 
/*get beginning balance from infile and print to 
outfile*/

while (/*put read condition here to get amount*/)
{

//add to balance
//print amount and balance to outfile

}
//Print ending balance to outfile

}
private:

float Balance;
};
int main()
{

WebAccount VacationAccount;
//Call PrintStatement here 
return 0;
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Post Lab Assignment 17

1. What was the output to the file when you ran this lab’s program ?

2. What are the advantages o f  reading from files over getting your data from the user?

3. Observations and Discoveries

4. Problems with the Lab
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Laboratory Assignment 18

Purpose:

• To practice creating a For Loop

Reading Assignment: 5.1 -  5.4

Lab Programming Assignment:

8. Change your while loop from Laboratory Assignment 15 to a For Loop. Remember a 
while loop counter is updated inside the loop but a For loop’s counter is updated in the For 
loop heading.

a. Have the loop counter start at 1 and continue so long as the loop counter is less 
than or equal to the user entered number. Run your program.

b. Have the loop counter start at 0 and continue so long as the loop counter is less 
than the number entered by the user. Run your program

c. Have the loop counter start at the number entered by the user and continue so 
long as the counter is greater than 0 (the counter should decrement by one each 
time through the loop). Run your program
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// Lab programming assignment 18 
//Your identifying comments
// This program adds a end of file controlled while loop to the class 
#include <iostream> 
using namespace std; 
class WebAccount 
{ public:

WebAccount()
{ Balance = 0;}
void displayWelcomeMessagef)
{ cout«"Welcome to Accounts on the Web " «  endl;}
float getBalancef)
{ return Balance;}
void Deposit(float amount)
{ Balance = Balance + amount;}
void Withdrawffloat amount)
{ if (amount <=Balance)

Balance = Balance - amount;
else

cout«  "Insufficient Funds" «  endl;
}

private:
float Balance;

};
int main()
{ WebAccount VacationAccount; 

int choice;
int counter = 1 //remove this statement 
int numChecks; 
float amount;
c o u t « " l .  Deposit \n 2. Withdraw\n3. Print the Balance\n " «  endl; 
cout«  endl«  "Enter your choice: 1,2, or 3 ." « en d l; 
cin »  choice; 
if (choice =  1)
{ cout«  " How many checks do you wish to deposit\n";

cin »  numChecks;
while (counter <= numChecks) //change to a for statement 
{ cout« "How much is the check you wish to deposit? " ; 

cin »  amount;
VacationAccount.Deposit(amount);
++counter; //remove this statement

}
}
else if (choice ==2)
{ cout«  "How much is the withdrawal? " ;

cin »  amount;
V  acationAccount. Withdraw(amount);

}
else if (choice ==3)

cout«  "Your Balance is " «  VacationAccount.getBalance() «  endl;
else
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cout« "Your made an invalid choice." «  endl;
return 0;
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Post Lab Assignment 18

1. How many times did the loop execute when you ran your program the first time?

2. The second time?

3. The third time?

4. Did it execute the same number of times for all three loops?

5. Do you prefer the For loop or the while loop?

6. Observations and Discoveries

7. Problems with the Lab
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Laboratory Assignment 19

Purpose:

• To practice changing a while loop to a do while loop 

Reading Assignment: Section 5.5 

Lab Programming Assignment:

1. Modify your main from Laboratory Assignment 16 to include a do while loop in place of 
the while loop.

a. Inside the main option

i. remove the while statement and its accompanying open brace.

ii. Since a do while does not need a priming read, place the do reserved 
word above the first printout of the menu. Include on the next line the 
accompanying open brace.

iii. remove the second printout of the menu and the 2nd cin statement.

iv. end the do — while loop after the last else.

v. It will be necessary to include an else if for condition 4. If the user 
chooses 4 the program should print Goodbye to the screen

2. Run your program. As the user: select quit

3. Run your program again. As the user:

a. Select deposit

b. Select print the balance

c. Select withdraw

d. Select print the balance

e. Select Quit
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/ /  L a b  p r o g r a m m in g  a s s ig n m e n t  19

/ /  T h is  p r o g r a m  a d d s  a  d o  w h i le  lo o p  to  th e  m a in

# in c lu d e  < io s t r e a m >
# in c lu d e  < io m a n ip >  

u s in g  n a m e s p a c e  s td ;  

c la s s  W e b A c c o u n t  

{
p u b l ic :

p r iv a te :

W e b A c c o u n t ( )
{ B a la n c e  =  0 ;}

v o id  d i s p la y W e lc o m e M e s s a g e ( )

{ c o u t « " W e l c o m e  to  A c c o u n ts  o n  th e  W e b  " «  e n d l;}

f lo a t  g e tB a la n c e ( )

{ r e tu r n  B a la n c e ;}

v o id  D e p o s i t ( f lo a t  a m o u n t )
{ B a la n c e  =  B a la n c e  +  a m o u n t;}

v o i d  W i th d r a w ( f lo a t  a m o u n t )

{
i f  ( a m o u n t  < = B a la n c e )

B a la n c e  =  B a la n c e  - a m o u n t;

e ls e
c o u t «  " I n s u f f i c ie n t  F u n d s "  «  e n d l ;

}

f l o a t  B a la n c e ;

};
in t  m a in ( )  

{
W e b A c c o u n t  V a c a t io n A c c o u n t ;  

in t  c h o ic e ;  

f lo a t  a m o u n t ;

//begin do loop here
c o u t «  " 1. D e p o s i t  \n " ;  
c o u t « " 2 .  W ith d r a w \n " ;  

c o u t « "  3 .  P r in t  t h e  B a la n c e \n " ;  
c o u t « "  4 .  Q u i t " «  e n d l ;
c o u t «  e n d l « " E n te r  y o u r  c h o ic e :  1 , 2 ,  3 , o r  4 .  " « e n d l ;  

c in  »  c h o ic e ;  

w h i l e ( c h o ic e  !=  A)//remove while loop 
{//remove

i f  ( c h o ic e  = = 1 )
{ c o u t  « " H o w  m u c h  is  th e  c h e c k  y o u  w i s h  to  d e p o s i t?  " ;

c in  »  a m o im t;
V a c a t io n A c c o u n t .D e p o s i t ( a m o u n t ) ;

}
e l s e  i f  ( c h o ic e  = 2 )
{ cout «  "How much is the withdrawal?

c in  »  a m o u n t ;
V a c a t io n A c c o im t .W ith d r a w ( a m o u n t ) ;

}
e ls e  i f  ( c h o ic e  = 3 )

ft  .
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cout«  "Your Balance is " « fixed« setprecision(2) «  
VacationAccount.getBalance()«  endl;

//Add an else if  for when choice is 4 
else

cout« "Your made an invalid choice." «  endl; 
//remove 2nd printout o f menu and 2nd cin statement

cout«" 1. Deposit \n";
c o u t« " 2 . WithdrawYn";
cout« "  3. Print the Balance\n"«endl;
cout«  endl«  "Enter your choice: 1, 2, 3, or 4. "

«endl;
cin »  choice;

}//end do while loop here. 
return 0;
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Post Lab Assignment 19

1. What was the output of this lab’s program on the first run?

2. What was the output on the second run?

3. Why was it necessary to have an else if for user choice of 4 in the do .. while but not in the 

while loop?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 20

Purpose:

• To practice using the char variable type

• To practice writing a switch statement 

Reading Assignment: Section 5.6

Lab Programming Assignment:

1. Modify your main from Laboratory Assignment 19 to use a switch statement instead of a 
if., else if

a. Inside the main option

i. remove the else if statements and replace them with a switch and case 
statements

ii. Add a break statement to the end of each case statement

2. Run your program.

3. As the user:

a. Select deposit

b. Select print the balance

c. Select withdraw

d. Select print the balance

e. Select Quit

4. Change the type of choice to char

5. Change the prompt to the user to read 

D: Deposit

W: Withdraw 

P: Print your Balance 

Q: Quit

Enter your Choice: D, W, P, or Q.

6. Change your case labels appropriately to recognize capitals or lower case responses.

7. Change the While statement at the end of the loop to continue so long as choice is not Q
and choice is not q.

8. Run your program again with the same selections as before.
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// Lab programming assignment 20
// This program adds a switch to the main and a char variable 
#include <iostream>
#include <iomanip> 
using namespace std; 
class WebAccount 
{ public:

WebAccount()
{ Balance = 0;}
void display WelcomeMessage()
{ cout«"W elcome to Accounts on the Web " «  endl;}
float getBalance()
{ return Balance;}
void Deposit(float amount)
{ Balance = Balance + amount;}
void Withdraw(float amount)
{ if (amount <=Balance)

Balance = Balance - amount;
else

cout«  "Insufficient Funds" «  endl;
}

private:
float Balance;

};
int main()
{ WebAccount VacationAccount; 

int choice; 
float amount; 
do 
{

co u t« "  1. Depositin'1;
cout« "  2. Withdrawin";
cout« "  3. Print the Balance\n"«endl;

cout«  endl«  "Enter your choice: 1,2, 3, or 4 ." « en d l; 
cin »  choice;
//start switch statement here
if (choice =  1 y /remove i f  and replace with case
{//remove the open brace, it is not needed.

cout«  "How much is the check you wish to deposit? " ; 
cin »  amount;
VacationAccount.Deposit(amount);
//Add the break statement 

{//remove the close brace, it is not needed. 
else if (choice = 2 )  //remove else if  and replace with case 
{ //remove the open brace, it is not needed.

co u t«  "How much is the withdrawal? " ; 
cin »  amount;
VacationAccountWithdraw(amount);
//Add the break statement 

{//remove the close brace, it is not needed
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else if (choice ==3) //remove else if  and replace with case 
cout«  "Your Balance is " « f ix e d «  setprecision(2)«  
VacationAccount.getBalance()«  endl;
//Add the break statement 

else if (choice == 4) //remove else if  and replace with case
cout«  "Goodbye"« endl; //Add the break statement 

else //remove else and replace with default case
cout«  "You made an invalid choice." «  endl;

//end case 
} while (choice != 4); 
return 0;
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Post Lab Assignment 20

1. What was the output of this lab’s program on the first run?

2. What was the output on the second run?

3. Observations and Discoveries

4. Problems with the Lab
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Laboratory Assignment 21

Purpose:

• To be able to code nested loops 

Reading Assignment: none 

Lab Programming Assignment:

1. Modify the lab 21 program by adding a For loop nested inside a Do ... While loop.

2. The purpose of the for loop is to get 12 fahrenheit temperatures from a file, convert them 

to centigrade and print them on one line. The 12 temperatures were measured on one day 

at 2 am, 4, 6,....midnight.

3. The purpose of the do..while loop is to force the for loop to execute for several days.

4. Insert an if statement to test for file not found.

5. Run your modified program
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//Laboratory Assignment 21 
// Identifying comments 
//This program uses a nested loop 
#include <iostream>
#include <fstream>
#include <iomanip> 
using namespace std; 
class Temperature 
{ public:

double getFahrenheit()
{ return Fahrenheit;
}
double getCentigrade()
{ return Centigrade;
}
void setFahrenheit(double F)
{ Fahrenheit =F;

void setCentigrade(double C)
{ Centigrade = C;
}
void ConvertFahrenheitToCentigrade()
{ Centigrade = (Fahrenheit - 32)*5/9.0;

private:
double Fahrenheit, Centigrade;

};
int main()
{

double F; 
int counter = 1;
Temperature localtemp; 
ifstream infile;
infile.open("temperaturedata.txt");
//Insert an if  statement to testfor file  not found
cout«  setw(32) «  "Time" «  endl; 
cout« "Day";
for (int hour = 200; hour <2500; hour+=200)
{ c o u t«  se tw (5 )«  hour;
}
cout « e n d l «  fixed «  setprecision(O);
//Begin do loop here

cout«  setw(3) «counter;
//Insert a fo r  loop to get each days 12 temperatures
++counter;
//In sert a statement to "throw the carriage" to the next line 

//E n d  d o ... while loop here 
return 0;

}
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Post Lab Assignment 21

1. What was the output of this lab’s program?

2. How many times did the first for loop execute?

3. How many times did the outer do....while loop execute?

4. How many times did the inner for loop execute?

5. Observations and Discoveries

6. Problems with the Lab
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Laboratory Assignment 22

Purpose: • To be able to write prototypes, and function implementations
• To practice using the rand, srand, and time functions

Reading Assignment: 6.5, 6.6, 6.7

Lab Programming Assignment:

1. Add the code to Lab program 22 to seed the rand function with the time function and call 
the rand function twice and store the results in the two number variables.

2. Run your program.

3. Replace the two function definitions above the main with their function prototypes and 
move the implementation of both functions to below the main.

4. Run your program again.

//Laboratory 22 
// Identifying comments
/*This program generates two random numbers, finds their average, then outputs the results*/ 
#include <iostream>
#include <cstdlib>
#include <ctime>
#include <iomanip> 
using namespace std; 
const int count = 2;

float findaverage(int n l, int n2)
{

float A;
A = float(nl + n2)/count; 
return A;

}

void printfunction(int N 1, int N2, float a)
{

cout«  fixed «  setprecision(l);
cout«  "Number l\tNumber 2\tAverage" «  endl;
cout«  setw(5)«  N l « se tw (1 7 )«  N2 «  s e tw (1 5 )« a «  endl;

}

int main()
{

int numl = 5, num2 = 10; 
float average;
//seed the randfunction with the time function 
//call the randfunction twice, once fo r  each number.
average= findaverage(numl, num2); 
printfunction(numl, num2, average);

return 0;
}
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Post Lab Assignment 22

1. What was your output on the first run?

2. What was your output on the second run?

3. Observations and Discoveries

4. Problems with lab.
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Laboratory Assignment 23

Purpose:
• To be able to differentiate between global and local variables and parameters.
• To be able to determine the scope of a variable.

Reading Assignment: Section 6.9, 6.10 

Lab Programming Assignment:

1. Type in the program below and execute it. What is the output?

2. Write cout statements in the main that use all the variables whose scope includes the main.

3. Write cout statements in the function that use all the variables whose scope includes the 
function

4. Execute the program again. What is the output?

//Laboratory 23
//This program tests the scope of variables 
#include <iostream> 
using namespace std;

int A= 1; 
int a =0;

void functionl( int);

int main()
{

cout«  “First A is “ «  A «  endl; 
int A = 2; 
int b = 0;

cout«  “ Then A is “ «  A «  endl; 
for(int i = 0; i < 10; ++ i)

++b;
functionl(b);
cout«  “ After the function A is “ «  A «  endl; 
return 0;

}

void functionl(int c)
{ int A = 3; 

int d = 0;
cout«  “ Inside the function A is” «  A «  endl;

}
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Post Lab Assignment 23

1. What was the output of this lab’s program on the first execution.

2. On the second execution?

3. There are 3 declarations for a variable named A.

a. What is the value of the global variable A?

b. What is the value of the local to the main variable A?

c. What is the value of the local to the function variable A?

4. Make a list of all the global identifiers with file scope.

5. Make a list of all the local identifiers with block scope.

6. Make a list of all the variables used as function parameters.

7. Make a list of all the variables used as function arguments.

8. Observations and Discoveries

9. Problems with the Lab
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Laboratory Assignment 24

Purpose: To be able to diagram the call stack and activation records of a program 

Reading Assignment: 6.11 

Lab Programming Assignment:

1. Using the program for this lab, diagram the call stack of activation records that will occur 

as the program executes

//Laboratory 24 
// Identifying comments
//This program generates two random numbers, finds their average, then outputs the results 
//include <iostream>
//include <cstdlib>
//include <ctime>
//include <iomanip> 
using namespace std; 
const double count = 2;

float findaverage(int n l, int n2);
void printfunction(int N l ,  int N2, float a);

int main()
{

int numl, num2; 
float average; 
srand(unsigned(time(0))); 
numl = rand(); 
num2 = rand();
average= findaverage(numl, num2); 
printfunction(numl, num2, average); 
return 0;

}

float findaverage(int n l, int n2)
{

float A;
A = (nl + n2)/count; 
return A;

}

void printfunction(int N l, int N2, float a)
{

cout« fixed « setprecision(l);
cout«  "Num l\tNum 2\tAverage" «  endl;
cout«  N l « ' \ t ' «  N2 « '\t' «  a «  endl;

}
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Post Lab Assignment 24

1. Diagram the call stack below:

2. Observations and Discoveries

3. Problems with lab.
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Laboratory Assignment 25 

Purpose: To be able to use call by reference and call by value and to know the difference. 

Reading Assignment: Section 6.14 

Lab Programming Assignment:

Modify the program below:

1. Write the prototype above the main and implementation below the main for the getData 

function whose call is in the main.

2. Make numl and num2 value parameters just like we have done in the past.

3. Rim your program.

4. Change the prototype and heading so that both numl and num2 are passed by reference.

5. Run your program again.

//Laboratory Assignment 25 
// Identifying comments
//This program uses a function to get two numbers and stresses the 
//need for passed by reference.

#include <iostream> 
using namespace std;

//insertprototype here

int main()
{

int numl = 0; 
int num2 = 0; 
getData(numl, num2);
cout«  “The numbers are “ «  numl «  “ and “ «  num2 « en d l; 
return 0;

}

//insert implementation here
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Post Lab Assignment 25

1. What was the output of this lab’s program on the first execution

2. What was the output of this lab’s program on the last execution?

3. How do you indicate that a parameter is to be passed by reference?

4. Observations and Discoveries

5. Problems with the Lab
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Laboratory Assignment 26

Purpose:

• To be able to declare arrays

• To be able to initialize arrays inline.

• To use a FOR loop to initialize a large array.

Reading Assignment: Section 7.1, 7.2, 7.3

Lab Programming Assignment:

Modify the program with this lab by

1. Declaring an array (call it A) of type double, of size 5.

2. Initializing that array to the values

0 7.1 2.3 5 10

3. Declaring another array (call it B) of integers of size MAX.

4. Using a FOR loop to initialize all the cells t o -1.

5. Rim your program. Depending on your compiler, you should get some kind or error on the 

first cout line.

6. Change the subscripts on A and run your program again.

//Laboratory Assignment 26 
// Identifying comments
//This program declares, initializes and prints two arrays.
#include <iostream> 
using namespace std; 
const int MAX = 100;

int main()
{
//declare and initialize array A here
//declare array B here
//insert a fo r  loop to initialize B here

cout«  A[l] «  " " «  A[21«  " " «  A[31 «  " " «  A[4] «  " " « A [ 5 ] « e n d l ;  
for(int i =  0; i < MAX; ++i) 

cou t«  B[i] «  " 
cout«  endl;

return 0;
}
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Post Lab Assignment 26

1. What was the error on this lab’s program on the first execution?

2. What was the output on the second execution?

3. Observations and Discoveries

4. Problems with the Lab
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Laboratory Assignment 27

Purpose: To be able to access and print the elements of an array.

Reading Assignment: Section 7.4

Lab Programming Assignment: Modify the program this lab’s program to

1. Print the list
2. Run your program.

//Laboratory Assignment 27
// Identifying comments
//This program prints the elements of an array.
#include <iostream> 
using namespace std;
const int MAX =10; //Max is the maximum size o f the array 
class listOfNumbers 
{

public:
listOfNumbers() //constructor
{length = 0;
}
void initializeList()
{

cout«  " How many numbers are in your list? 
cin » length; 
if (length > 10)

cout«  "List is too long." «  endl;
else

for (int i = 0; i<length; ++i)
{

cout« "Enter number" « i+1«  
cin »  Numbers[i];

}
}

//insert your printList member function here

private:
int Numbers [MAX]; 
int length;

};
int main()
{

listOfNumbers MyList; //object which is a list o f numbers 
MyList.initializeList();

//call your printList class member function here

return 0;
}
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Post Lab Assignment 27

1. What was the output of this lab’s program on the first execution

2. Observations and Discoveries

3. Problems with the Lab
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Laboratory Assignment 28

Purpose:

• To be able to search an array.

• To use parallel arrays 

Reading Assignment: Section 7.7 

Lab Programming Assignment:

Modify the program this lab’s code to include a search routine inside the class AccountList.

1. The search member function should have an integer called key as it’s only parameter and 

should return an integer.

2. Using a linear search, when the key is found the function should stop and return the index 

value.

3. If the key is not found the function should return a -1 

Call your search member function from the main.

Include, in the main, an error message to be printed if the key is not found. The main should 

stop execution once the error message is printed.
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// Lab programming assignment 27
/* This program searches an array for a key value and returns the associated value in a 
array*/
#include <iostream>
#include <fstream>
#include <iomanip>
#include <string> 
using namespace std; 
int const MAX = 500; 
class AccountList 
{public:

AccountList()
{ length = 0;}
AccountList(ifstream& infile)
{ length = 0;

while(infile » idList[length])
infile »  balanceList[length++];

}
int getID(int index)
{ return idList[index];}
float getBalance(int index)
{ return balanceList[index];}

//insert your search list class function here

private:
int idList[MAX]; 
float balanceList[MAX]; 
int length;

};
class WebAccount 
{ public:

WebAccount()
{ balance = 0;}
void displayWelcomeMessage()

{cout«"Welcome to Accounts on the Web "
«  endl;

}
float getBalance()
{ return balance;}
void setBalance(float b)
{ balance = b;}
void setID(int num)
{ ID = num;}
void Deposit(float amount)
{ balance = balance + amount;}
void Withdraw(float amount)
{ if (amount <=balance)

balance = balance - amount;
else

cout« "Insufficient Funds" «  endl;
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}
private:

float balance; int ID;
};
int main()
{ ifstream infile;

infile.openCsunriseAccounts.txt");
AccountList SunriseBank(infile);
WebAccount VacationAccount; 
int ID; 
int index;
VacationAccount.displayWelcomeMessage(); 
cout«  "What is your account ID number? "; 
c in »  ID;
//insert your call to search the list for ID here
/*if the ID is not found insert your erro r message here to be printed and then end the 
program. */
VacationAccountsetlD(ID);
VacationAccount.setBalance(SunriseBank.getBalance(index)); 
cout«"Your current balance is "<<fixed«setprecision(2)« 

VacationAccount.getBalance() « en d l;
return 0;
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Post Lab Assignment 28

1. What was the output of this lab’s program on the first execution

2. Usually a webpage will give you more than one chance to enter a valid ID. What changes 

do you think would need to be made to allow the user more than one chance to get his/her 

ID correct?

3. Observations and Discoveries

4. Problems with the Lab
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Laboratory Assignment 29

Purpose:

• To be able to sort an array and maintain the associated parallel array 

Reading Assignment: Section 7.8 

Lab Programming Assignment:

Modify the program this lab’s code to include an insertion sort routine inside the class 

AccountList which will sort the ID array in ascending order.

1. The sort member function will not return a value and has no parameters

2. As you sort the array of IDs and move the members of the ID array, you must also move 

the members of the Balance array.

Call your sort member function from the main.
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// Lab programming assignment 29 
// This program sorts two parallel arrays 
#include <iostream>
#include <fstream>
#include <iomanip>
#include <string> 
using namespace std; 
int const MAX = 500; 
class AccountList 
{public:

AccountList()
{ length = 0;}
AccountList(ifstream& infile)
{ length = 0;

while(infile » idList[length])
infile »  balanceList[length++]; 

infile.close();
}
int getID(int index)
{ return idList[index];}
float getBalance(int index)
{ return balanceListfindex];}
void printToFile(ofstream& outfile)
{ for(int i = 0; i < length; ++i)

outfile « idList[i] «"\t"«balanceL ist[i] «  endl; 
outfile. close();

}
//insert your sort function here

private:
int idListfMAX]; float balanceList[MAX]; int length;

};
int main()
{ ifstream infile; 

ofstream outfile;
infile.open("sunriseAccounts.txt");
outfile.open("sunriseAccountssorted.txt");
AccountList SunriseBank(infile);
/ /  call your sort function here

SunriseBank.printToFile(outfile); 
return 0;

}
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Post Lab Assignment 29

1. Inspect your output file. Is it sorted by ID?

2. Compare your output file to your input file. Do the balances still correspond to the correct 

IDs?

3. Observations and Discoveries

4. Problems with the Lab

347

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Laboratory Assignment 30

Purpose:

• To be able perform operations on a two dimensional array. 

Reading Assignment: Section 7.9, 7.10 

Lab Programming Assignment:

Modify the program this lab’s program

1. Write a print member function to print the grades array.

2. Call your print member function for the Spring Grade book

3. Call your print member function for the Fall Grade book.

348

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

//Laboratory Assignment 30
//This program declares and prints two 2-dimensional arrays 
#include <iostream>
#include <fstream>
#include <string>
using namespace std;
const int maxStudents =10;
const int maxTests = 3;
typedef int table[maxStudents][maxTests];
class Gradebook
{ public:

Gradebook() //default constructor
{ courseName = "XXX"; 

numStudents = 0; 
numTests = 0;

}
Gradebook(string name, table arrayOfGrades, int numl,

int num2)
//initializing constructor
{ courseName = name; 

numStudents = num l; 
numTests = num2; 
for (int r = 0; r<numStudents; ++r) 

for(int c=0; c<numTests; ++c)
grades[r][c] = arrayOfGrades[r][c];

}
void fillGrades(ifstream & infile)
/*This function fills the grades Array from a file*/

{ for(int r= 0; r< numStudents; r++)
for (int c=0; c< numTests; C + + )  

infile »  grades[r][c];
}
int findMaximum()
{ int highgrade = 0;

for(int r =0; r<numStudents; r++) 
for(int c=0; c<numTests; C + + )  

if(highgrade < grades[r][c])
highgrade = grades[r][c];

return highgrade;
}
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double findTestAverage(int testNum)
/*This function finds and returns the average grade for 

all students taking one test*/
{ double sum = 0; 

for (int r=0; r<numStudents; r++) 
sum = grades[r][testNum]; 

return sum/numStudents;
}
void findStudentAverages(double Averages[])
/*This function finds the averages for all the students

and stores those averages in a one dimensional 
array, Averages.*/

{ double sum=0;
for(int r =0; r<numStudents; r++)
{

for(int c = 0; c<numTests; C + + )  

sum += grades[r][c];
Averages[r] = sum/numTests;

}
}
//Insert member function to print the grades array here

private:
string courseName; table grades; 

int numStudents, numTests;
} ;
int main()
{ table gradesList ={{90,90,90},{80,80,80},{70,70,70},

{60,60,60}, {50,50,50}, {40,40,40}, {30,30,30}, {20,20,20}}; 
string name = "CS 155";
Gradebook fallGradebook;
Gradebook springGradebook(name, gradesList, 8,3);
//insert your call to print the spring Gradebook here 
//insert your call to print the fa ll Gradebook here 
return 0;

}
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Post Lab Assignment 30

1. What was the output of this lab’s program on the first execution

2. Observations and Discoveries

3. Problems with the Lab
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Scoring Rubric for Lab Assignments

Name Lab 1 Lab 2 Lab 3 Lab 4 Lab 5 Lab 6 Lab 7 Lab 8 Lab 9 Lab 10
C P C P C P C P C P C P C P C P C P C P

C: For Closed Lab-based class: Participation writing code during lab 
For Open Lab-based class: Timely return of completed code 

P : Timely return of completed Post-lab.
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Programming Assignments

Programming Assignment 1 

Write a program that finds the sum, difference, and product of two integers of your choice. The two 

integers should be stored as constants. The sum, product, and difference should be stored as 

variables. The program should output to the screen, with appropriate labels, the original numbers, 

their sum, their difference and their product. Example output is shown below.

First number: 5

Second number: 30 

Sum: 35

Difference: -25

Product: 150

Note: You will be graded not only for correct program and output but also for use of whitespace, 

good identifiers (variable names), and use of comments. In order to receive full credit, you must use 

the required elements (constants, variables, output to screen, etc). Remember your program must 

include as comments at the top: your name, the programming assignment number, the date the 

program is due, and a short sentence explaining what the program does. Additionally it is a good 

idea to include under these comments a variable dictionary.
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Programming Assignment 2

According to the Boy Scout Handbook, you can estimate the current temperature in 
Fahrenheit by counting the number of cricket chirps you hear in a 15 second interval. For example 
if you hear 30 cricket chirps in 15 seconds the approximate current temperature is 67 degrees 
Fahrenheit.

Write a program that uses 3 user defined functions (plus the main)
■ One function should prompt the user for the number of cricket chirps they have heard in the 

last 15 seconds and store that number in memory
■ One function should calculate the approximate Fahrenheit temperature by adding 37 to the 

user entered number
■ One function should output the results as specified below.

OUTPUT:

The approximate temperature is 67 degrees Fahrenheit.

Note: Your main should consist only of variable declarations and the three function calls.

You will be graded on:
Correctness of program

■ Your program must get the correct answer
■ Your output must be as specified
■ You must use the three user-defined functions as specified

Correct use of whitespace in your program
Correct use of meaningful identifiers (variable and function names).
Correct use of comments
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Programming Assignment 3 

Write a class Circle. Your class should include a private data member, radius (of type double), a 

default constructor, an initializing constructor, a “get” member function, a “set” member function 

and a printMessage function which prints the radius of the circle appropriately labeled. Write a 

main to test your class. In the main you must at least

• Declare an object of type circle with no parameters.

• Prompt the user for a circle ’ s radius.

• Set the data member of your circle to the value obtained from the user.

• Print a message about your circle (using the member function)

• Declare another object of type circle with 1 argument (value of your choice).

• Get the radius of this new circle.

• Print the results of that Get, appropriately labeled 

Output should be as specified below:

The radius of the circle is 2.33 

The radius of the second circle is 4.55

____________Circle
radius: double

« co n s tru c to r»  +Circle()
« co n s tru c to r»  +Circle(num: double)
+setRadius(num: double)
+getRadius(): double 
+printMessage()____________________

Notes: Use the UML diagram above to help you in writing this program. You will be graded on :
• correctness of program (correct output)
• Output as specified
•  U se o f  required elements
• Use of comments and whitespace
• Use of meaningful identifiers
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Programming Assignment 4 

Write a program that prompts the user for an unknown number of gas purchases and miles traveled 

since the last purchase (use a sentinel controlled while loop). The program should cue the user to 

enter -1 when all gas purchases have been entered. The program should find the miles per gallon for 

each fillup individually and should also calculate and print the overall mpg. Output as specified 

below:

MPG this tankful: 22.076923 
Total MPG; 22.076923 
MPG this tankful: 20.000000 
Total MPG: 21.173913

Use classes as described in the UML diagrams below.

FillupMPG
-  gallons: Decimal
-  distance: Decimal
-  MPG : Decimal

+ setGallons( g : Decimal)
+ setDistance(d: Decimal)
+calculateMPG()
+getMPG(): Decimal

____________________________________ OverallMPG
-  totalGallons: Decimal
-  totalDistance: Decimal
-  TotalMPG : Decimal_______________________

«constructor» + OverallMPG ()
+ accumulateTotalGallons( g : Decimal)
+ accumulateTotalDistance(d: Decimal)
+calculateT otalMPG()
+getTotalMPGQ: Decimal_________________________

Note: You will be graded on
1. your use of the required elements in this program.
2. Your output should be as specified
3. You should include required comments at the top of your program. You should document 

identifiers with comments. Be sure to document parts of the program if any parts are 
unclear.

4. You should use self-documenting identifier wherever possible.
5. Do not use unnecessary documentation such as int x //declaring x
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Programming Assignment 5

Write a program that gets 100 Fahrenheit temperatures from a file and finds the average and

standard deviation of the temperatures. Since this is a counted loop, you must use a For Loop. You

must also use the class Temperature that we developed in class (on the next page) in your program

but you will not use all the class functions (This program does not use Centigrade at all). You

should get the temperatures from the file in your main and then use a set function to store the values

into the class data members. You will need to write one class function for your temperature class

that accumulates the sum of the temperatures and one that accumulates the sum of the temperatures

squared as they are read from the file. You will also need to add two data members to your class:

totalTemperature and totalTemperatureSquared. You may calculate the average (correct to one

decimal point) and the standard deviation (correct to 2 decimal points) in the main or in the class

(your choice). Output as specified below.

Temperatures
90
56
78

99
47

Average Temperature = 58.6 
Standard Deviation = 5.78

Note: Use the following formula to calculate the standard deviation

I Y ( t 2)-100* (average)2 
standard deviation = J ---------------------------------------

V 99

You will be graded on:

1. Use of required elements in your program
2. Correctness of results
3. Output formatted as specified
4. Use of comments, whitespace, and meaningful identifiers
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class Tem perature 
{ public:

double getFahrenheitO  
{ return Fahrenheit;
}
double getCentigradeO  
{ return Centigrade;
}
void setFahrenheit(double F)
//F  is the Fahrenheit temperature from the client function 
{ Fahrenheit = F ;
}
void setC entigrade(double C)
//C  is the Centigrade temperature from the client function 
{ Centigrade =  C;
}
void ConvertFahrenheitToCentigradeO  
{ Centigrade = (Fahrenheit - 32)*5/9.0;

}
private:

double Fahrenheit, Centigrade;
};
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Programming Assignment 6 

Write a program that reads from a file named Program6data.txt into 2 parallel arrays the 

name and grade point average (GPA) of an unknown number of students (maximum of 100 

students). The program must find the average GPA and then print out the names of all students 

whose GPA is greater than the average GPA. Sample input and output is given below.

Sample input file

Smith 2.75
Jones 3.65
Johnson 2.11

Sample Output

Jones

Note: You must use a class for your data and functions. Your main should consist of calls 

to your class functions.

You will be graded on:

1. Correctness and format of output

2. Use of specified elements

3. Use of comments to document the program, parts of the program, and identifiers.

4. Use of whitespace and meaningful identifiers
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Scoring Rubric For Programming Assignments

Prog
1 -3

Prog
4 - 6

Program compiles and executes for test data *

Program gets correct answer(s) and output is formatted as specified 2 2

Code makes good use of white space, indentation, other delineators 2 1

Code includes necessary comments 3 2
correct spelling and syntax
required identification comments
each variable/object commented or variable/object dictionary
function and class identifiers commented

Psuedocode in comments or separate attachment and matches code 0 3

Code makes use of meaningful identifiers 2 1

Code makes use of required C++ statements/elements 5 5

Variables/objects/constants typed correctly, declared in correct positions, Parameters 
used correctly

1 1

* Program must compile in order to be graded
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Catalog Description for CS 1 at Athens State University 

Computer Science I (C++) 3 Semester Hours. This is the first course for any new CS or CIS 

student at ASU who lacks programming experience or has never been exposed to C++. It provides 

an introduction to computers and programming with problem solving techniques. Arithmetic and 

relational operations as well as I/O for elementary data types are covered as basic language 

constructs for alternation and iteration. Students are introduced to the concepts and the rationale for 

structured programming, using functions. The course will take the student through the use of 

structured data types strings, arrays, text files and records (strucs). Programming assignments focus 

on the techniques of good programming style and how to design, code, debug, and document 

programs.

Catalog Description for CS 1 at University of North Alabama 

CS 155. (3) Computer Science I. An introduction to the theoretical foundations of computer 

science, the components of algorithms and the representation of these components using a high- 

level programming language. Special emphasis on software development and an introduction to 

object-oriented programming.
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Class Calendar

class Chapter/
Section

Lecture Topic Tests/
Surveys

Lab
#

1 Welcome to Class. Who am I? Who are you? What is 
Computer Science?

2 Explanation of Study KLSI, ACCC, 
Consent Form

3 1 History of C and C++, C++ Standard Library, Visual 
C++, C++ development enviroment, using C++ editors 
and compilers.

1

4 2.1-2.3 Basic C++ program, standard stream output statements, 
syntax and logic errors, literals, comments

2

5 2.4, 2.5 Reserved words, identifiers, variables, integer data 
type, assignment statement, constants

3

6 2.6 Standard stream input statements, operator precedence, 
using namespace std

4

7 2.7, 4.4 Relational operators, sequence, selection, the if 
statement,

5

8 review and catch up
9 session test
10 After test review
11 6.1-6.3 Math library functions, arguments, parameters, writing 

functions with a parameter that return a value
6

12 6.4, 6.12 void functions with no parameters, functions with 
multiple parameters

7

13 3.1-3.4 Introduction to objects and UML. Classes, objects, 
writing member functions without parameters, calling 
class functions.

8

14 p.43, 44, 
72-74

char and string data types, get and getline, formatting 
with setwidth

9

15 3.6 Accessing private data members 10
16 Classes with data members, using constructors to 

initialize private data members
11

17 4.1-4.3 Algorithms, writing pseudocode 12
18 4.5 The if-then-else statement, UML specification 

diagrams, boolean data type
13

19 4.6, 4.7 The if-else if  statement, float and double data type 14
20 4.8 repetition control statements, the counter-controlled 

while loop, increment and decrement operators, 
counters

15

21 review and catch up ACCC
22 session test
23 After Test Review
24 4.9 The sentinel-controlled while loop, abbreviating 

assignment expressions
16

25 Using files, the end of file controlled while loop 17
26 5.1-5.4 The for loop, formatting real number output 18
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class Chapter/
Section

Lecture Topic Tests/
Surveys

Lab
#

27 5.5 The do-while loop, using the eof marker 19
28 5.6, 5.7 Switch and case statements, the break and continue 

statements, char variables
20

29 5.8 Nested loops, logical operators 21
30 catch up and review
31 session test
32 After Test review
33 6.5-6.8 Function prototypes and implementations, random and 

time functions
22

34 6.9-6.10 Scope, local and global variables 23
35 6.11 The function call stack and activation records 24
36 6.14 Call by reference, call by value 25
37 7.1-7.3 Arrays, declaring and initializing 26
38 7.4 Accessing and printings arrays 27
39 7.7 Parallel arrays, Searching arrays 28
40 7.8 Sorting arrays 29
41 7.9, 7.10 2-dimensional arrays, typedef statements, passing 2- 

dim arrays
30

42 Catch up and Final Review ACCC
Final Exam
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Institutional Review Board Office 
Dr. Lisa Steelman, Chair IRB 
School of Psychology 
(p) 674-8104
lsteelm a(5)fit.edu
http://www.fit edu/research/committees/irb/index.html

Researcher Information

□ Your research has been approved by Florida Tech’s IRB for one year from the 
date on your signature page. If your research runs beyond this date, please 
submit a Continuing Review Form.

□ If changes to your research protocol are made you must submit a Revision 
Request Form.

□ Should.an adverse event that is serious and unexpected happen to a  participant 
as a result of participating in your research study, you must submit an Adverse 
Events Reporting Form within 24 hours of the event.

□ Your IRB identification number is: (O S '- o~~)

All forms may be found on the IRB website.
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STUDENT APPLICATION 
RESEARCH INVOLVING HUMAN SUBJECTS 

EXPEDITED REVIEW

Name: lean Henderson Date: 10/20/2005

Major: Science Education Course." EDS 6999 Dissertation Research-Science
________________   Education________________________

Title Of Project The Effect of Classroom Structure on Student Achievement in and Attitudes toward Computer •
Science: A Comparison of Three Classroom Settings

Directions: Please provide the information requested below (please type). Use a continuation sheet if necessaiy, and provide 
additional supporting documentation. Please sign and date this form and then return it to your major advisor. You should consult 
the university's document "Principles, Policy, and Applicability for Research Involving Human Subjects" prior to completion of this 
form. Copies may be obtained from the Office of the Vice President for Research.

1. List the objectives of the proposed project

The purpose of this study is to investigate the relationships among vadous student attributes and different classroom 
structures on student achievement in and attitudes toward computer science. Student attributes indude gender, mathematics 
background, computer education, and learning styles. The dassroom structures indude a traditional dass with a separate lab 
component, and two dasses that integrate the lab component a hands-on-closed setting and an instructor-led interactive 
setting. Students in an introduction to computer sdence course will be given specific laboratory assignments that complement 
the courseware and required to complete them in one Of the three settings.

.2. Briefly describe the research project design/methodology.

Two different true experimental research designs will be used in tins study: randomized posttest-only control group far 
achievement andrandomizedpretest-posttest control group for attitude. Intact dasses over two semesters will be used In 
the first semester, Fall 2005, all students will be assigned to a control group. In the second semester; Spring 2006, students 
will be randomly assigned to ope of two experimental groups. Pre-existing student attributes of math ability, previous 
programming experience, and gender will be measured and used as covariates to adjust for group differences and to 
establish group equivalency. Studrats in all classes will be surveyed for these student attributes at the beginning of each 
semester. All groups will be administered a pre-attitude assessment at the beginning of each semester an d a post-attitude 
assessment at the end of each semester. Stutfcnts will be administered a comprehensive teacher-constructed final exam to 
assess overall achievement in computer sdence at the end of the semesten

3. Describe the characteristics of the subject population, Including number, age, sex , etc.

The subject population will consist of college students enrolled in a beginning computer sdence dass at the University of 
North Alabama in Florence, Alabama. Most of these students will be between 18 and 25 years old although some may be 
returning older students. There will be a mixture of male and female partidpants. The majority of the students will be 
computer sdence or math majors. Approximately 60 students will partidpate in the study.

4. Describe any potential risks to the subjects -  physical, psychological, social, legal, etc. -  and a ssess  thalr 
'likelihood and seriousness.

I do not foresee any risks to the partidpants other than a possible breach of confidentiality. This is explained in the attached 
consent form.

5. Describe the procedures you will use to maintain confidentiality from your research subjects and project 
data. What problems, if any, do you anticipate in this regard?

Each partidpant will be assigned a pseu donym. I will be the only one who knows the partidpants' true identity. I will 
maintain the only copy.of the raw data and will destroy original assessment forms at the conclusion of the study.'
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6. Describe your plan for Informed consent (attach proposed form).

At the beginning of each semester stmtaits will be isfonned about the study and will be asked to read and sign the attached 
informed consent form.

7. Discuss what benefits will accrue to your subjects and the importance of the knowledge that will result 
from your study.

This study will provide further information about the types of classroom structure that may benefit students in beginning 
computer science courses and lead to lower levels of attrition in those courses. It will also provide information about the 
correlation between classroom structure and student attributes such as previous computer education, math background 
gender, an d learning styles. A product of this study will be a profile of the successful student in an introductory computer' 
sdence course rel adve to the dass structure.

8. Explain how your proposed study meets criteria for exemption from Institutional Review Board review, ■ ■

This research is being conducted in an established educational setting involving normal educational practices. It is also using 
educational tests where the subjects will remain anonymous. Undr Department of Health and Human Services Federal 
regulations [45 CFR 46.101(b)], these criteria exempt the research from review by the IRB.

I understand Florida Institute of Technology's policy concerning research involving human subjects and I agree:

1. to accept responsibility for the scientific and ethical conduct of this research study.
2. to obtain prior approval from the Institutional Review Board before amending or altering the research protocol or 

implementing changes in the approved consent form:
3. to immediately report to the IRB any serious adverse reactions' and//or unanticipated effects on subjects which may occur 

as a result of this study.
4. to complete, on request by the IRB, a Continuation Review Form if the study exceeds its estimated duration.

This is to certify that I have reviewed this reseaich protocol and that I attest to the scientific merit of the study, the necessity for the 
use of human subjects in the stucfy to the student's academic program, and the competency of the student to conduct the project

Signature

Major Advisor

This is to certify that I have reviewed this reseaich protocol and that I attest to the scientif b merit of this study and the competency 
of the investigator^) to conduct the study.

Academic Unit Head
l 7

IRB Approval

Title

FltrfcJuTech IRB: 2/96
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CO NSENT FO R M

Jean Henderson
Florida Institute o f  Technology
Science and Mathematics Education Department
Research Title: The Effect o f  Classroom Structure on Student Achievement in and Attitudes toward 
Computer Science: A Comparison o f  Three Classroom Settings

Invitation to Participate
You are invited to participate in a research study designed to examine the effect o f  different 
classroom structures on beginning computer science students’ achievement in and attitudes toward 
computer science. It involves answering questions regarding gender, number o f  college math 
courses previously taken, number o f  computer programming courses previously taken, learning style, 
and attitudes toward computer science. Each questionnaire should take approximately 20 -30  
minutes or less to complete, depending on your responses. In addition, your instructor in 
Introduction to Computer Science, CS 155, will provide the researcher with a copy o f  your lab 
grades, your homework grades and your fmal course grade. It is imperative that you read and 
understand the answers to the following questions, which address the informed consent issues o f  this 
study, including those o f  confidentiality and anonymity. Note that your responses w ill be treated 
strictly confidential and w ill be accessible only by those in the research group. Your responses will 
remain completely anonymous and no identifying information will be collected from your responses. 
No reference w ill be made in oral or written reports that could connect you in any way to this study.

1. W hat is the purpose o f  the study? The purpose o f  this study is to gain a better understanding o f  
the impact o f  different classroom structures on students’ achievement in and attitudes toward 
computer science. Two different classroom structures w ill examined: The traditional 3 days per 
week/50-minute classroom that includes a separate laboratory component independent o f  classroom  
instruction, and two different classrooms that integrate the laboratory component (25 minutes o f  
instruction followed by 25 minutes o f  lab participation). Selected students enrolled in Introduction 
to Computer Science, CS 155, are being asked to participate.

2. W hat will be involved in participating? Participation in this study involves performing all o f  
the activities that are normally associated with being a student in this college computer science 
courses. As part o f  the normal requirements o f  the course you w ill be expected to complete 
computer programming laboratory assignments. The type o f  lab in which you will complete these 
assignments w ill be a function o f  the classroom to which you have been assigned. In addition to 
these activities, you w ill be required to complete a survey that assesses your attitudes toward 
computer science. This survey w ill be administered during the 1st, 6th, 10th and 14th weeks o f  the 
semester. You will also be required to complete a learning styles inventory during the 3rd week to 
determine your learning style. These surveys are in hard copy form and will be administered during 
your regular class time. Student demographical data (such as student number, gender, college level 
math courses taken, and computer programming courses taken) w ill be collected anonymously and 
used as part o f  this study.

3. W ho will know w hat I  say? Your responses to all assessment items will be treated as strictly 
confidential and w ill be accessible only by those in the research group, including professors on the 
research committee at Florida Institute o f  Technology and the primary researcher. Your responses 
will remain com pletely anonymous and no identifying information will be collected from your 
answers. This means that no one will be able to identify you by name. Furthermore, no reference 
will be made in any oral or written reports that could connect you in any way to this study.

4. W hat risks and benefits are associated with participation? It is believed that there are no risks 
involved in participating in this study other than a possible breach o f  confidentiality, which is
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addressed in the next section. As a participant, you might find it interesting and helpful to explore 
your attitudes toward computer science and your achievement in computer science. The results of 
the study will be made available in a report as part of the requirements of a doctoral dissertation. 
Finally, from a research perspective, the results of this study will also help further inform the 
teaching community on the nature of college students’ learning success in this introductory 
computer science course, if  the results of the study so indicate.

5. What are the possible breaches to confidentiality and security? Because one part of this study 
involves a questionnaire and assessment, there is a very small risk that completion of these may 
compromise your privacy. A description of these risks follows.

a. To prevent multiple submissions from the same source, this study will record your unique 
identification number assigned to you by your college. This information will be stored in a 
computer file until the research is completed. Neither the researcher nor any member of the 
research team will have access to your personal information in a way that will identify you 
by name.

b. Given the nature of data collection, all of the questionnaire responses received will be sent 
immediately to the primary researcher (Professor Jean Henderson), who will store the 
responses in a private folder accessible only by the primary researcher. Although highly 
unlikely, it is possible that the information could be the target of an unauthorized access. To 
help prevent this from happening, folders containing information will be placed in a secure 
location. Any computer files will be accessible only by the researchers involved in this study. 
Furthermore, in the unlikely event files are compromised, the data stored cannot be 
associated with you. All of the stored data will be deleted from the computer at the 
conclusion of the study.

c. Although responding to a questionnaire does not involve e-mail contact, if you were to 
contact the researchers via e-mail for additional information about the study, there is a risk 
that others using your computer or sharing your e-mail account will be able to read your e- 
mail or the researcher's reply. As a result, you are encouraged to protect the privacy of your 
e-mail account. Contact your local ISP for information on how to do this.

6. Are there any other possible threats to confidentiality? Yes, there are potential legal threats, 
which are inherent in all research studies. For example, the court can subpoena research records but, 
in so doing, must protect the participant’s rights to privacy. Certain types of information can also be 
requested under federal and state freedom-of-information or search-and-seizure laws. None of these 
actions, however, are anticipated for this study.

7. What are my rights as a respondent? You may ask any questions regarding the research, and 
they will be answered fully. Your participation in the study is voluntary and you may withdraw at 
any time.

8. What will be published? Following the completion of this study, results will be available 
initially in a summary report, and ultimately in a doctoral dissertation. It is also likely that a written 
report of results will be published in a scholarly journal or presented in written or oral form at 
national or international conferences.
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9. If I want more information, whom may I contact about the study? For more information 
regarding this study you may contact the primary researcher via e-mail atjfhenderson@una.edu. 
Additionally, you may contact the researcher’s advisor, Dr. Michael Gallo at 321-674-7203 or via e- 
mail at gallo@fit.edu. In addition you may contact the UNA Office of Research, Planning and 
Institutional Effectiveness at 765-4221. Finally, you may contact Florida Institute of Technology's 
Institutional Review Board for the Protection of Human Subjects who have approved this study.
This board can be contacted through its staff office at 321-674-8120.

Please verify that each of these conditions is true of you and check the box below:
• I am 18 years of age or older. If I am younger than 18,1 have enrolled in a UNA college

course.
• I have read and understand this informed consent statement.
• I voluntarily agree to participate in the research.

□ I would like to participate in this study and I agree to allow UNA to 
provide my gender, high school transcript(s), and college transcript(s) 
to the study’s principal investigator.

If you do not wish to participate, check the box below:

□ I do not wish to participate

Student Number: ___________________________________  Date:____________________

Name: (Printed)

Signature:
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(Please Type) 

Project Director

Application Project Review by 
The Human Subjects Committee of the University of North Alabama 
(Institutional Review Board for the Protection of Human Subjects

[Last Name*
Henderson

first Name ■
Jean

MX□
Department/Organization Math/Computer Science

r  Address 1 r  E-Mail-------------------------------
I —4762 Box 5051 lfhendersonl3iuna.edu

■ Title of Project 1 '...............  .........— —        1 —

The Effect of Classroom Structure on Student Achievement in and Attitudes Toward Computer Science: A Comparison of 
Three Classroom Settings

If Project Director is not a UNA faculty member, provide the name, department/organizational affiliation, phone number and 
maifing.address of faculty/staff supervising the project 

Name ■'■■■ ■■  .............................................. - .■-.......... -  11 -  1------------------------------------  - 1r
Dept/Org. ■

i -  Phone ■ ■ Address• E-Mail -

Is the above research to be funded?

If yes, by what agency?

□  Yes No

Will this research be replicated using the methodology herein proposed? 

■""-If yes, how many times will data be collected?

□  no

Approximately how many years will be involved in the data collection process? 1.5

Based on the Federal and University guidelines for the use of human subjects in research, the proposed research should 
qualify for the following review (check one)

□  Expedited □  m  Review

(Request for exempt, expedited, or foil review status is to be approved by the Human Subjects Committee of UNA prior to the 
initiation of data collection)

I certify that the above project will conform to Federal and University guidelines** for the protection of human subjects.

re of Project Director)
3/25/2006

(Date)

**See Federal Register VoLSSi No. 177,28003-28032,18 June 1991 (available a t Office of Research, Bibb Graves 17) and UNA Policy on the Use of 
Human Subjects.

SUBMISSION PROCEDURE: Submit the original and 8 completed copies of this form and 9 copies of a project 
proposal/protocol to the Office of Research. Except for a foil review, there is no deadline for submission; allow at least two 
weeks before the announced meeting of the Human Subjects Committee. Information on how to prepare a project 
proposal/protocol can be found in the University's Human Subjects Research Policy.

Revised 11/05/2003
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UNIVERSITY 
^NORTH

5001830 AIABAMA __________
Florence, Alabama 35632-0001 Department of Sociology

www2.una.edu/sociology 
UNA BOX 5010 
(256) 765-4200 

Fax (256) 765-4179

Project Director: Jean Henderson

Faculty Supervisor not applicable

Title of Research Proposal:

Laboratories and Their Effects on Student Achievement In and 
Attitudes Toward Computer Science: A Comparison Between 
Three Different Laboratory Settings.

Date: August 12,2005

IRB Action:

This proposal complies with University and Federal Regulations 
for the protection of human subjects (45 CFR46). Approval is 
effective for a period of 18 months from the date of this notification.

Craig T. Robertson, Ph.D.
Chair, Human Subjects Committee

CTR/go
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For m ore Information see 
Section 3.11 In the Faculty Handbook

"This fbim is designed to be filled out on toe computer and not a typewriter.

Application for Project Approval 
HOMAN SUBJECTS COMMITTEE (HSQ

1. Name of Investigators): Jean Henderson
2. Department Affiliation: Computer Science
3. Campus or home address: 1127 Henson Dr. Florence. Al 35630
4. Phone Number(s): 256-760-1233
5. Name of faculty member(s): Jean Henderson
6. Type ofInvestigator and Nature of Activity (check appropriate categories):

£3 Faculty or staff at Athens State University
0  Project to be submitted for extramural funding

Agency: _____
1 1 Project to be submitted for intramural funding

Source:_____ _____
0  Project Unfunded
0  Other
1 I Student at Athens State University
1 I Undergraduate OR:':'Ak'-. 1 \Special
□  Class Project (number & title o f class) _____
□  Independent Study (name of faculty supervisor) _____
0  Other (please explain) _______

7. Tide o f Investigation: The Effect o f Course Structure on Student
Achievement In and Attitudes toward Computer Science:
A Comparison of Two Laboratory Settings

••ALL STUDENT APPLICATIONS SUBMITTED TO THE HSC FOR REVIEW MUST BE SIGNED BY ALL INVESTIGATORS 
INCLUDING THE FACULTY MEMBER SUPERVISING THE RESEARCH ACTTVnY.

8. 0  Individuals other titan faculty, staff, or students at Athens State
University.

Please identity investigators and research group: _____
9. Certifications

1 am familiar with the research pofcies and procedures of Athens State University (3.11 in the Faculty 
Handbook) regarding human subjects in research.
I subscribe to the standards and will adhere to the policies and procedures.
I am familiar with the published guidelines for the ethical treatment of subjects associated with my particular 
field of study (e.g., as published by the American Psychological Association, American Sociological Asso- etc).

ed: %  cL
/ y  First Investigator acuity Supervisor

Date: 6/26/2006Date: 6/26/2006

Approved: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
Chair, Homan Subjects Committee
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Printable Page 1

Subject Human Subjects Application/Research Project
From Tina Hicks <Tina.Hicks@athens.edu> ^

Date Tuesday, July 11,200610:36 am

To jfhenderson@una.edu

Ms. Henderson,
You have approval for your Human Subjects Project request 

Tina Hicks
Executive Assistant to the Vice President of Academic Affairs
Athens State University
300 N. Beaty Street
Athens, Alabama 35611
256-233-8214
TinaHicks@athens.edu
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Table El

Raw Data: Observation 1 :Participants 1-39

Y1 Y2 XI X2 Ml M2 M3 LI L2 L3 SI S2 S3 X3 ST1 ST2

270 140 0 0 0 0 0 0 0 0 0.5 0.5 0.25 0 496 280
197 109 0 0 0 0 1 0 0 1 0.5 0.5 0.25 0 363 216
183 124 1 1 0 0 0 1 0 0 0.5 0.5 0.25 0 346 220
258 122 1 0 0 0 1 0 1 0 0.5 0.5 0.25 0 447 245
157 102 1 0 1 0 0 0 0 0 0.5 0.5 0.25 0 288 230
254 136 1 1 1 0 0 0 0 1 0.5 0.5 0.25 0 427 261
200 133 1 1 0 0 0 0 0 0 0.5 0.5 0.25 0 328 264
275 127 1 1 0 1 0 0 0 1 0.5 0.5 0.25 0 550 237
261 89 0 0 0 0 1 0 0 0 0.5 0.5 0.25 0 500 193
210 110 0 0 0 0 1 0 0 1 0.5 0.5 0.25 0 386 223
251 103 1 1 0 0 1 0 0 0 0.5 0.5 0.25 0 461 203
220 105 1 0 0 0 1 0 0 0 0.5 0.5 0.25 0 413 214
125 104 1 1 0 0 0 0 0 0 0.5 0.5 0.25 0 218 206
275 131 1 1 0 1 0 0 1 0 0.5 0.5 0.25 0 512 265
188 105 1 1 0 0 0 0 0 1 0.5 0.5 0.25 0 358 194
221 123 0 0 1 0 0 0 1 0 0.5 0.5 0.25 0 417 245
256 131 1 1 1 0 0 0 0 0 0.5 0.5 0.25 0 519 265
227 107 1 0 0 1 0 1 0 0 0.5 0.5 0.25 0 469 228
245 83 0 1 1 0 0 0 1 0 0.5 0.5 0.25 0 442 166
263 134 1 1 0 1 0 0 0 0 0.5 0.5 0.25 0 492 268
271 135 1 1 0 1 0 0 1 0 0.5 0.5 0.25 0 520 259
275 116 0 0 0 1 0 0 0 1 0.5 0.5 0.25 0 533 233
268 104 1 0 0 1 0 0 1 0 0.5 0.5 0.25 0 543 213
264 135 1 0 0 0 1 0 1 0 0.5 0.5 0.25 0 525 266
195 124 1 1 0 0 0 0 0 0 0.5 0.5 0.25 0 352 250
174 100 1 0 0 0 0 0 0 0 0.5 0.5 0.25 0 303 198
226 124 0 1 1 0 0 0 1 0 -0.5 0.5 -0.25 1 422 248
209 105 1 1 0 0 0 0 0 1 -0.5 0.5 -0.25 1 388 217
181 113 1 1 1 0 0 0 1 0 -0.5 0.5 -0.25 1 360 228
222 125 1 1 0 0 1 1 0 0 -0.5 0.5 -0.25 1 404 255
229 121 0 0 0 0 1 0 0 0 -0.5 0.5 -0.25 1 396 236
198 124 1 1 0 0 0 1 0 -0.5 0.5 -0.25 1 375 262
228 139 0 1 0 0 0 1 0 -0.5 0.5 -0.25 1 412 279
246 123 0 1 0 0 1 0 0 0 -0.5 0.5 -0.25 1 420 253
200 107 1 0 0 0 1 0 1 0 -0.5 0.5 -0.25 1 380 214
224 103 1 0 0 0 1 0 1 0 -0.5 0.5 -0.25 1 403 206
268 124 0 1 0 0 1 0 1 0 -0.5 0.5 -0.25 1 532 251
151 116 0 1 0 0 0 0 0 0 -0.5 0.5 -0.25 1 321 215
210 96 1 0 0 1 0 0 1 0 -0.5 0.5 -0.25 1 391 194

Note: Y1 = Achievement, Y2 = Attitude, XI = Gender, X2 = Previous Computer 
Programming Course, Ml = Math Background-1, M2 = Math Background-2, M3 = Math 
Background-3, LI = Learning Style-1, L2 = Learning Style-2, L3 = Learning Style-3,
SI = School, S2 = Term, S3 = Interaction of School and Term, X3 = Treatment, ST1 = 
Subjects Total-1, ST2 = Subjects Total-2.
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Table E2
Raw Data: Observation l:Participants 40-72

Y1 Y2 XI X2 Ml M2 M3 LI L2 L3 SI S2 S3 X3 ST1 ST2

146 108 1 1 0 0 0 0 0 1 -0.5 0.5 -0.25 1 306 216
215 127 0 1 1 0 0 0 0 0 -0.5 0.5 -0.25 1 399 258
234 99 0 1 0 0 1 0 0 0 -0.5 -0.5 0.25 0 381 183
219 132 1 1 0 0 0 1 0 0 -0.5 -0.5 0.25 0 369 219
229 135 1 1 0 0 0 0 0 0 -0.5 -0.5 0.25 0 355 273
271 128 1 1 0 0 1 0 0 0 -0.5 -0.5 0.25 0 472 253
250 123 1 1 0 0 0 0 0 0 -0.5 -0.5 0.25 0 454 246
223 127 1 1 0 1 0 0 0 1 -0.5 -0.5 0.25 0 433 250
246 117 0 0 0 1 0 0 1 0 -0.5 -0.5 0.25 0 453 238
228 94 0 1 0 0 1 0 0 0 -0.5 -0.5 0.25 0 387 196
271 122 0 1 0 0 0 0 1 0 -0.5 -0.5 0.25 0 490 244
261 94 0 1 0 0 1 0 0 0 -0.5 I © 0.25 0 471 201
242 81 0 0 0 1 0 0 0 •o -0.5 -0.5 0.25 0 404 181
211 127 1 0 1 0 0 0 0 0 0.5 -0.5 -0.25 1 353 253
271 134 1 0 0 0 0 1 0 0 0.5 -0.5 -0.25 1 433 266
275 124 1 1 0 0 1 0 1 0 0.5 -0.5 -0.25 1 546 249
264 140 1 1 0 0 0 0 0 0 0.5 -0.5 -0.25 1 483 280
208 84 1 1 1 0 0 1 0 0 0.5 -0.5 -0.25 1 289 136
218 100 1 0 0 0 0 1 0 0 0.5 -0.5 -0.25 1 353 197
232 91 0 1 0 0 0 0 0 0.5 -0.5 -0.25 1 440 188
270 101 1 0 0 0 1 0 0 1 0.5 -0.5 -0.25 1 488 195
262 101 1 0 0 0 0 0 0 0 0.5 -0.5 -0.25 1 483 196
209 123 0 1 0 0 0 0 0 0.5 -0.5 -0.25 1 406 252
216 98 1 1 0 0 1 0 0 0.5 -0.5 -0.25 1 406 198
218 108 1 0 0 0 1 0 0 0 0.5 1 © -0.25 1 397 217
248 129 1 0 1 0 0 0 0 1 0.5 -0.5 -0.25 1 436 249
249 140 1 1 0 0 0 0 0 0 0.5 -0.5 -0.25 1 444 280
252 112 1 0 0 0 0 0 1 0 0.5 -0.5 -0.25 1 407 229
230 104 1 0 0 0 0 0 1 0 0.5 -0.5 -0.25 1 309 176
227 116 1 0 0 1 0 0 0 0 0.5 -0.5 -0.25 1 342 231
150 122 1 0 0 0 0 0 0 0 0.5 -0.5 -0.25 1 235 194
134 105 1 0 0 0 0 0 1 0 0.5 -0.5 -0.25 1 207 173

Note: Y1 = Achievement, Y2 = Attitude, XI = Gender, X2 = Previous Computer 
Programming Course, M l = Math Background-1, M2 = Math Background-2, M3 = Math 
Background-3, LI = Learning Style-1, L2 = Learning Style-2, L3 = Learning Style-3,
SI = School, S2 = Term, S3 = Interaction of School and Term, X3 = Treatment, ST1 = 
Subjects Total-1, ST2 = Subjects Total-2.
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Table E3
Raw Data: Observation 2:Participants 1-39

Y1 Y2 XI X2 M l M2 M3 LI L2 L3 SI S2 S3 X3 ST1 ST2

226 140 0 0 0 0 0 0 0 0 0.5 0.5 0.25 1 496 280
166 107 0 0 0 0 1 0 0 1 0.5 0.5 0.25 1 363 216
163 96 1 1 0 0 0 1 0 0 0.5 0.5 0.25 1 346 220
189 123 1 0 0 0 1 0 1 0 0.5 0.5 0.25 1 447 245
131 128 1 0 1 0 0 0 0 0 0.5 0.5 0.25 1 288 230
173 125 1 1 1 0 0 0 1 0 0.5 0.5 0.25 1 427 261
128 131 1 1 0 0 0 0 0 0 0.5 0.5 0.25 1 328 264
275 110 1 1 0 1 0 0 0 1 0.5 0.5 0.25 1 550 237
239 104 0 0 0 0 1 0 0 0 0.5 0.5 0.25 1 500 193
176 113 0 0 0 0 1 0 0 1 0.5 0.5 0.25 1 386 223
210 100 1 1 0 0 1 0 0 0 0.5 0.5 0.25 1 461 203
193 109 1 0 0 0 1 0 0 0 0.5 0.5 0.25 1 413 214
93 102 1 1 0 0 0 0 0 0 0.5 0.5 0.25 1 218 206

237 134 1 1 0 1 0 0 1 0 0.5 0.5 0.25 1 512 265
170 89 1 1 0 0 0 0 0 1 0.5 0.5 0.25 1 358 194
196 122 0 0 1 0 0 0 1 0 0.5 0.5 0.25 1 417 245
263 134 1 1 1 0 0 0 0 0 0.5 0.5 0.25 1 519 265
242 121 1 0 0 1 0 1 0 0 0.5 0.5 0.25 1 469 228
197 83 0 1 1 0 0 0 1 0 0.5 0.5 0.25 1 442 166
229 134 1 1 0 1 0 0 0 0 0.5 0.5 0.25 1 492 268
249 124 1 1 0 1 0 0 1 0 0.5 0.5 0.25 1 520 259
258 117 0 0 0 1 0 0 0 1 0.5 0.5 0.25 1 533 233
275 109 1 0 0 1 0 0 1 0 0.5 0.5 0.25 1 543 213
261 131 1 0 0 0 1 0 1 0 0.5 0.5 0.25 1 525 266
157 126 1 1 0 0 0 0 0 0 0.5 0.5 0.25 1 352 250
129 98 1 0 0 0 0 0 0 0 0.5 0.5 0.25 1 303 198
196 124 0 1 1 0 0 0 1 0 -0.5 0.5 -0.25 0 422 248
179 112 1 1 0 0 0 0 0 1 -0.5 0.5 -0.25 0 388 217
179 115 1 1 1 0 0 0 1 0 -0.5 0.5 -0.25 0 360 228
182 130 1 1 0 0 1 1 0 0 -0.5 0.5 -0.25 0 404 255
167 115 0 0 0 0 1 0 0 0 -0.5 0.5 -0.25 0 396 236
177 138 1 1 0 0 0 1 0 -0.5 0.5 -0.25 0 375 262
184 140 0 1 0 0 1 0 1 0 -0.5 0.5 -0.25 0 412 279
174 130 0 1 0 0 1 0 0 0 -0.5 0.5 -0.25 0 420 253
180 107 1 0 0 0 1 0 1 0 -0.5 0.5 -0.25 0 380 214
179 103 1 0 0 0 1 0 1 0 -0.5 0.5 -0.25 0 403 206
264 127 0 1 0 0 1 0 1 0 -0.5 0.5 -0.25 0 532 251
170 99 0 1 0 0 0 0 0 0 -0.5 0.5 -0.25 0 321 215
181 98 1 0 0 1 0 0 1 0 -0.5 0.5 -0.25 0 391 194

Note: Y1 = Achievement, Y2 = Attitude, XI = Gender, X2 = Previous Computer 
Programming Course, M l = Math Background-1, M2 = Math Background-2, M3 = Math 
Background-3, LI = Learning Style-1, L2 = Learning Style-2, L3 = Learning Style-3,
SI = School, S2 = Term, S3 = Interaction of School and Term, X3 = Treatment, ST1 = 
Subjects Total-1, ST2 = Subjects Total-2.
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Table E4
Raw Data: Observation 2:Participants 40-71

Y1 Y2 XI X2 Ml M2 M3 LI L2 L3 SI S2 S3 X3 ST1 ST2

160 108 1 1 0 0 0 0 0 1 -0.5 0.5 -0.25 0 306 216
184 131 0 1 1 0 0 0 0 0 -0.5 0.5 -0.25 0 399 258
147 84 0 1 0 0 1 0 0 0 -0.5 -0.5 0.25 1 381 183
150 87 1 1 0 0 0 1 0 0 -0.5 -0.5 0.25 1 369 219
126 138 1 1 0 0 0 0 0 0 -0.5 -0.5 0.25 1 355 273
201 125 1 1 0 0 1 0 0 0 -0.5 -0.5 0.25 1 472 253
204 123 1 1 0 0 0 0 0 0 -0.5 -0.5 0.25 1 454 246
210 123 1 1 0 1 0 0 0 1 -0.5 -0.5 0.25 1 433 250
207 121 0 0 0 1 0 0 1 0 -0.5 -0.5 0.25 1 453 238
159 102 0 1 0 0 1 0 0 0 -0.5 -0.5 0.25 1 387 196
219 122 0 1 0 0 0 0 1 0 -0.5 -0.5 0.25 1 490 244
210 107 0 1 0 0 1 0 0 0 -0.5 -0.5 0.25 1 471 201
162 100 0 0 0 1 0 0 0 0 -0.5 -0.5 0.25 1 404 181
142 126 1 0 1 0 0 0 0 0 0.5 -0.5 -0.25 0 353 253
162 132 1 0 0 0 0 1 0 0 0.5 -0.5 -0.25 0 433 266
271 125 1 1 0 0 1 0 1 0 0.5 -0.5 -0.25 0 546 249
219 140 1 1 0 0 0 0 0 0 0.5 -0.5 -0.25 0 483 280

81 52 1 1 1 0 0 1 0 0 0.5 -0.5 -0.25 0 289 136
135 97 1 0 0 0 0 1 0 0 0.5 -0.5 -0.25 0 353 197
208 97 0 1 0 0 0 0 0 0.5 -0.5 -0.25 0 440 188
218 94 1 0 0 0 1 0 0 1 0.5 -0.5 -0.25 0 488 195
221 95 1 0 0 0 0 0 0 0 0.5 -0.5 -0.25 0 483 196
197 129 0 1 0 0 0 0 0 0.5 -0.5 -0.25 0 406 252
190 100 1 1 0 0 1 0 0 0.5 -0.5 -0.25 0 406 198
179 109 1 0 0 0 1 0 0 0 0.5 -0.5 -0.25 0 397 217
188 120 1 0 1 0 0 0 0 1 0.5 -0.5 -0.25 0 436 249
195 140 1 1 0 0 0 0 0 0 0.5 -0.5 -0.25 0 444 280
155 117 1 0 0 0 0 0 1 0 0.5 -0.5 -0.25 0 407 229
79 72 1 0 0 0 0 0 1 0 0.5 -0.5 -0.25 0 309 176

115 115 1 0 0 1 0 0 0 0 0.5 -0.5 -0.25 0 342 231
85 72 1 0 0 0 0 0 0 0 0.5 -0.5 -0.25 0 235 194
73 68 1 0 0 0 0 0 1 0 0.5 -0.5 -0.25 0 207 173

Note: Y1 = Achievement, Y2 = Attitude, XI = Gender, X2 = Previous Computer 
Programming Course, M l = Math Background-1, M2 = Math Background-2, M3 = Math 
Background-3, LI = Learning Style-1, L2 = Learning Style-2, L3 = Learning Style-3,
SI = School, S2 = Term, S3 = Interaction of School and Term, X3 = Treatment, ST1 = 
Subjects Total-1, ST2 = Subjects Total-2.
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